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Preface

In 2001 ISTAG published “Scenarios for Ambient Intelligence in 2010” which describes a set of 
scenarios showing the interaction between the users and the information and communication 
technologies. We can affirm now and with our actual perspective that maybe they were too 
optimistic but the Ambient Intelligence vision described in this document is still valid and 
any researcher can take these scenarios as a guideline in his research activity.

We cannot deny that Ambient Intelligence concepts are moving from research labs 
demonstrators to our daily lives in a slowly but continuous way. However, we are far from 
concluding that our living spaces are intelligent and are enhancing our living style. Ambient 
intelligence has attracted much attention from multidisciplinary research areas and there 
are still open issues in most of them. In this book we analyze and study a selection of open 
problems which we consider the key ones in order to let ambient intelligence become a reality. 
We expect that this book provides the reader with a good idea about the current research lines 
in ambient intelligence, a good overview of existent works and candidate solutions for each 
one of these problems.

Specifically, chapter 1 and 2 are devoted to a recurrent problem in ambient intelligence, the 
integration of heterogeneous devices, technologies and services deployed in any scenario 
following the ambient intelligence vision. Next, in chapter 3, we focus on indoor localization 
technologies in real environments since we have the conviction that more advanced services 
can be provided with an exact information about user positions. In the same line, in chapter 4 
we present a visual analysis framework of user behavior in ambient intelligence environments. 
This type of applications are the seed forenabling service adaptation to the user activity 
on real time. In chapter 5 the interactions between the user and the ambient intelligence 
environment by means of dialogue systems are analyzed. This type of systems represent the 
most natural way of interaction for the users. Finally, ambient intelligence environments will 
only be successful as far as they can be trusted by both users and services. Chapter 6 tackle 
this problem by modeling properties of trust concept in general computing systems.

Each one of these chapters have been written and revised by experts in each topic which is 
a guarantee of quality in such way that the potential audience of this book, students and 
researches who want to specialize in ambient intelligence field, can find an excellent analysis 
of each of the topics tackled in each chapter and a description of author’s proposed solutions.

Finally we would like to express our gratitude to all authors for their contributions and also 
to the reviewers for their time and corrections.

Félix Jesús Villanueva Molina
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1. Introduction  
 

It seems difficult to agree on a concise and accurate definition of a concept as broad as 
Ambient Intelligence. In short, it could be said that in such a context people interact with 
each other and with the environment and are assisted in their tasks in a certain smart way. 
The term Intelligence concerns the response that users expect from the system in terms of 
what Artificial Intelligence stands for, that is, proactivity, predictability and adaptability in 
its behaviours. This behaviour collection constitutes the functionalities that characterize an 
AmI system. On the other hand, the term Ambient is related to human factors and conducts 
and the ubiquitousness of a non invasive system. Indeed, the main goal should be user 
expectation fulfilment and the dynamic adaptation of the system to his/her needs, 
preferences and habits. In this context, the environment must be understood as an extended 
environment where a person works, has its family life, its recreational time and its social life. 
Therefore this environment involves the workplace, the home, the car or public places such 
as malls or sports centers, among others. 
At this point, some questions arise: How should so vast and dynamic environment be 
managed? Where should the different software/hardware components be located? How do 
these components interact each other? How are new hardware/software components 
incorporated to an AmI system and how is it rearranged in order to integrate those 
elements? What are the channels through which information flows and who should 
supervise them? How could we take advantage of the numerous information 
sources/targets, like sensors, actuators or microprocessor appliances, and bus technologies 
available in a certain context? The idea that underlies all of these questions is the concept of 
an Architecture that should provide support and consistency to hardware/software AmI 
components and should allow AmI functionalities to be developed and integrated. This 
chapter deals with what an architecture conceptually involves and the description of 
possible approaches to the different issues related to it. 
An architecture implies aspects concerning low-level hardware access, middleware and 
architectural software considerations. Therefore, it doesn't provide any AmI functionalities 
by itself but, on one hand, provides tools to system designers for the rapid development, 
deployment, reusability and interoperability of AmI solutions; On the other hand, it serves 
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as a technological wrapping that grants coherence and compatibility between AmI 
components contained in it by defining a specific model for each element.  
At a first glance the approach of using the general architectural model would seem to be a 
good beginning in order to try to solve the problems indicated before. There is, however, no 
real consensus on this point in the literature. Many researchers just emphasize the 
development of AmI functionalities while hardware/software structural issues are pushed 
into the background. Hardware access matters and the complexity of physical network 
structures are often underestimated. Also information concerning AmI services cannot 
usually be shared with others and, currently, most AmI components are not aware of the 
existence of other components within the same system.  
Despite this conundrum of approaches and solutions, it seems clear that the design of a 
global AmI architecture is necessary if good software/hardware engineering practices are to 
be achieved and the systems show some of the properties desired such as scalability, fault 
tolerance or ease of deployment and integration. It is in this line that some researchers have 
opened up the field to AMI architecture design. It is the case of the SOPRANO (Wolf et al., 
2008; SOPRANO, 2007) and PERSONA (PERSONA, 2008) projects where platforms are 
based on OSGi and SOA (Service Oriented Architectures) were employed. From another 
point of view, a multi-agent based platform is proposed by AIT (Athens Information 
Technology) through the CHIL (Soldatos et al., 2007) project. The AMIGO project proposes a 
combination of both technologies, that is, SOA and agent based in (Vallee et al., 2005). 
We will start this chapter by identifying the multiple topics that an architecture involves and 
the needs that come up when developing real solutions for them. As a result of this first 
analysis, we will define the conceptual model of an AmI architecture that is dealt with in 
next section. It is structured as a collection of subsections concerning the different model 
challenges. For each one of them an analysis of interest and needs, a review of the state of 
the art and a description of our approach as compared to others are presented. In short, 
structural software matters concerning the software platform, resource cooperation, 
knowledge representation and ubiquity are dealt with as well as user-system interaction, 
hardware virtualization and artificial intelligence functionalities. All the proposals that we 
describe here were developed in the scope of a global architectural project that we know as 
HI3 Architecture. After this, we will consider an example of using an HI3 system. The 
usefulness and the interoperability of the modules described will be shown with the aid of 
simple cases. Some conclusions and further avenues of research are outlined at the end of 
the chapter. 

 
2. Needs and challenges 
 

There are many requirements in the design and development of an AmI architecture. Some 
of them are common in distributed systems (with or without Artificial Intelligence), whereas 
others are very specific of AmI environments. 
First of all, it is obvious that the whole system will be made up of many different elements: 
sensors, actuators, applications providing functionalities to users, intermediate services that 
provide common functionalities to applications, system level utilities for system control and 
logging, etc. All of these elements need to communicate to each other, consequently, 
communications are our first clear and important need. Due to the fact that some 
components, mainly sensors and actuators, will be physically distributed, special attention 
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will have to be paid to communications in order to guarantee reliability. Communications 
should also be optimized in two aspects; minimize resource consumption, as some 
components will have to run in devices with much reduced computational power, and 
minimize processing time, because some applications will need real time, or near real time, 
capabilities. Some sensors are susceptible of requiring high throughput, video cameras for 
example, so the system should also support such high level throughput. In addition, every 
AmI system should have the capability of growing, it is quite frustrating to try to expand an 
existing installation and find a limit in the number of elements or throughput (as is usually 
the case in current commercial systems). Thus, scalability is almost a must, and this brings 
together the ability to process a large volume of data in communications. The final 
characteristic related with communications is security. Information managed in an AmI 
system is usually sensitive, as it could be used to describe private aspects of its users. 
Therefore, communications should be secured through encryption and authentication. 
Security should also be included at a component level, in order to protect malicious 
replacement / injection of elements in the system, and at the user level, for obvious reasons. 
Reliability is not only applicable to communications, it is a general requirement of any AmI 
system, due to their nature: AmI systems have to interact with human beings in a non-
intrusive way, and it would be unacceptable for the user to have to restart an AmI system 
when something fails. That is, reliability is necessary to achieve high availability. In this 
context, redundancy is fundamental, although not sufficient, to obtain reliability. It means 
that if any software or hardware component fails, its functionality is immediately replaced 
by other components. Another characteristic that is necessary for reliability is fault 
tolerance. Eventually, everything can (and will) fail, consequently hardware and software 
must be designed to be able to recover when that happens. Related with this, some kind of 
hardware hot-swap is, obviously, very interesting. 
From a software engineering point of view, all the elements should be designed bearing 
reusability in mind. The main reason is that an AmI system can, potentially, grow 
throughout its operational life, and new needs should be solved as soon as possible reusing 
components that are already available to the largest extent possible. In order to maximize 
the possibility of reusing components, system elements should be as modular as possible. 
Related to this and to high availability, it would be interesting to have also software hot-
swap capabilities, so that a given element in the system can be replaced without interfering 
with the other elements. So as not to be tied to a specific hardware / O.S., something that is 
not desirable as it would reduce application scope, the software employed and programmed 
should be multi-platform, making hardware / software dependencies as low as possible in 
terms of software layers. Other related thing to take into account is that, if we really want 
hardware independence at sensor level, the AmI architecture should support different 
protocols of different hardware makers, trying to abstract these different protocols as soon 
as possible in the layer hierarchy. Finally, it is necessary to have some tools to control, 
manage and inspect the behaviour of an AmI system. 
Human activity is complex, highly unpredictable and situation dependent. Unobtrusive 
applications within these intelligent spaces need information about the current state of the 
environment to dynamically adapt to different situations. Adaptation and unobtrusiveness 
are essential to social acceptability of AmI systems. These characteristics of human 
environments make it impossible to pre-program the appropriate behaviours for a context-
aware service or application. Hence, an AmI architecture should include an extensible, 
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adaptable and efficient model for handling and sharing context information, providing a 
structured and integrated view of the environment in which the system runs. 
These requirements and needs really condition the way an AmI architecture should be 
designed. They are obviously general principles that have to be taken into account from the 
beginning when considering the design of the main components and structure of the 
architecture. Many more needs and requirements will arise as we go deeper into de details 
of each component, and we will comment on them in the corresponding sections. 
 

 
Fig. 1. HI3 architecture conceptual model 

 
3. Architecting ambient intelligence 
 

In the previous section we have identified a set of properties or key areas that we think an 
integral Ambient Intelligence software development platform should tackle in order to 
alleviate the problems associated to AmI software development. In this section we are going 
to address thewse diverse topics, providing a brief review of the most interesting 
approaches found in the literature to provide solutions to each of them.  
Along with the detailed description of each key area and its state of the art review, we will 
present our version of an integral general purpose AmI system development architecture,. 
This allows us to provide a complete vision of the AmI software development field, going 
from the problems and requirements of the developers to the construction of a complete 
solution for them. 
Before starting the discussion about the different key topics, and in order to facilitate the 
description of the different areas of the proposed solution, we will give here a brief 
overview of our approach. In the last few years we have been working on the development 
and application to different environments of a multi-layer intelligent agent based software 
architecture called HI3 (Varela et al., 2007; Paz et al., 2008, a; Paz et al., 2008, b). HI3 stands 
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for Humanized, Intelligent, Interactive and Integrated environments. The objective of this 
architecture is to provide the methodology, structure and base services to easily produce 
modular scalable systems in ambient intelligence settings that can operate without 
downgrading their performance as the system grows. The main idea behind our proposal is 
a layer based design that enables the division of system elements into levels, reducing the 
coupling between modules, facilitating abstraction as well as the distribution of 
responsibilities. A high level view of the design proposal is shown in Figure 1. A further 
description of this design will be presented in following sections and more information can 
be found in (Varela et al., 2007; Paz et al. 2008, b). 
In order to implement this conceptual model, we have chosen a multiagent technology 
based approach supported by the JADE agent framework. Many of the characteristics of this 
paradigm fit perfectly with the main objectives for our architecture, such as autonomous 
operation, distribution and collaboration on task resolution, proactivity, intrinsic 
communications capabilities, mobility and adaptability. 

 
3.1 Conceptual modeling 
AmI systems are much more complicated than traditional computing systems. Hence,   
characteristics such as adaptability, flexibility, interoperability and modularity are more 
important. Furthermore, these systems must provide common improvements such as 
service discovery, self-organization, rich knowledge representations and context-awareness. 
To address these challenges, especially when seeking real AmI system interoperability, a 
general reference conceptual model and architecture is necessary.  In recent years, a lot of 
research institutions and universities have been working on the definition and development 
of architectures and middleware that deal with the complex characteristics of AmI 
environments.  However, only a small part of these projects try to formally define 
conceptual models that are not restricted to particular AmI domains or environments.  
Some recent research efforts in the direction described above can be found, for instance, in 
(Rui et al., 2009) where the authors defend the need of general reference models in AmI and 
present a conceptual hierarchical model to describe a typical AmI application system. They 
propose a theory to describe AmI systems using a five-layer model: sensors and actuators 
layer, AmI network and middleware layer, devices layer, service layer and AmI applications 
layer. They do not include, as part of this work, high-level development tools that could 
closely guide developers in the process of building systems that fulfill the proposed 
conceptual model. Another example is the PERSONA project (PERSONA, 2009) which 
focuses on the specification of a reference architecture for ambient assisted living (AAL) 
spaces. The authors formally define a logical architecture that abstracts all functionality not 
leading to context, input, or output events as services. 
Inspired by some of the ideas underlying these projects we developed the HI3 architecture, 
focusing on interoperability, scalability and ease of deployment.  
 
HI3 Architecture conceptual model 
As previously described, the HI3 architecture proposed here has a conceptual structure 
based on a multi-layer design schematized in Figure 1.  This conceptual model establishes 
criteria and defines recommendations that facilitate developers the division of AmI systems 
into decoupled modules as well as the distribution responsibilities using homogeneous 
design principles and patterns. Communications between layers is vertical. Within layer, 
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horizontal communications are allowed thus permitting the cooperation between elements. 
The main layers defined in this model are: 

 Device Access Layer: It includes elements that encapsulate concrete logic to access 
physical devices. It is divided into two sub-layers: device drivers and device access 
API. 

 Sensing and Actuation layer: There are two types of elements in this layer: sensing 
elements and actuation elements. Sensing elements provide access to sensor type 
devices (using the device access API). Similarly, actuation elements must provide 
the required functionality to command actuator type devices. The elements of this 
layer are proxies of the physical devices. 

 Service layer: A service is an element designed to solve a high level task that does 
not provide a complete solution for a system use case. Services are managed 
through a repository that enables the discovery of services required by others to 
perform their task.  

 Application layer: This layer hosts the elements representing and implementing 
particular functionalities that a user expects from the system. These components 
make use of services registered in the system to carry out their tasks. 

 
Furthermore, there is a component that is shared by the three higher level layers, the 
context. Its main goal is to define and manage the elements that must be observed in order 
to model the current state of the environment. 
The previous high-level conceptual model provides a common vocabulary and guidelines to 
make the construction of AmI systems easier through technology abstraction and 
component composition and reusability. However, we believe that this model must be 
supported by middleware that abstracts developers from repetitive tasks and complex 
interactions with particular technologies. Specifically, we chose a multi-agent based 
approach to develop a middleware solution (fulfilling the hi3 architecture conceptual model 
requirements) that builds up a container for AmI applications providing advanced features 
such as  high level inter-agent communications facilities, multi-agent models with support 
for the declarative definition of components, distributed management tools or development 
utilities (see section 3.2 for technical details). 
This multi-agent based middleware promotes the division of large and complex AmI 
systems into highly decoupled components and, at the same time, provides what we call a 
multi-agent declarative model. The multi-agent declarative model is, on one hand, a model 
to describe a multi-agent system and its components and, on the other, it is a set of tools to 
declaratively define these components. As a model it brings together all the different 
elements that our platform leaves in the hands of the developers to build new applications. 
The top level concept of our platform is the multi-agent system (MAS). The platform is 
prepared to support several types of MAS with different high level characteristics but, in its 
basic form, they are a collection of instances of different types of agents that work together 
to perform a task. Directly below the MAS concept is the agent-type concept. An agent-type 
species the components that will define an agent in our platform, providing a way to 
declaratively build new agent-types by reusing pre-existing components and mixing them 
with new ones. Agent-types are defined according to a set of concepts that also have 
independent and declarative definitions: behaviours, message processors, publications, 
arguments for agents parameterization and descriptions of public functionalities. 
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Together, the high-level conceptual model and the multi-agent declarative model provide 
common guidelines and tools that control the entire process of developing interoperable 
AmI systems. 

 
3.2 Middleware fundamentals 
As previously stated, sharing a common vocabulary, concepts and abstractions among AmI 
developers is the first step towards more interoperable, reusable and easier to design 
systems. In the end it brings to the AmI field what UML or the object oriented programming 
paradigms brought to the programming field. Like paradigms such as OO, a conceptual 
model for AmI systems by itself does not produce a huge improvement on AmI 
development efforts. Developers still need to implement those designs that will be heavily 
based on complex distributed operations and on the integration of a huge number of 
techniques and technologies. In order to speed up the development of AmI systems, 
developers will need software, or more precisely, middleware, that supports the previously 
described models and provides them with tools and utilities that ease the development by 
allowing them to focus on the logic of the desired functionality, rather than on the 
interaction and integration of the different underlying technologies and devices. 
As AmI is a relatively new field (it started to capture attention on the last ten years) until 
recently, the majority of projects had their focus set on achieving functionalities for very 
concrete niches (some examples may be found in (Tapia et al., 2004; Brdiczka  et al., 2009; 
Krumm et al., 2000; Bernardin et al. 2007), taking ad-hoc design and implementation 
decisions focused on the particular environment dramatically reducing the possibility of 
adapting those projects to other environments, objectives or technologies. In order to 
operate in a real life scenario, every one of those projects needed solutions for very similar 
problems, like distributed component deployment and communications, sensor/actuator 
hardware interaction or fault tolerance. To put an end to that process of continuously 
reinventing the wheel, much in the same way as had previously happened before in other 
areas like multi-agent systems, numerous projects have been started with the aim of 
producing general purpose middleware that make the development of AmI systems easier. 
From a very superficial point of view, it is possible to classify them according to their 
objectives. On one hand there are projects that are focused on delivering solutions to specific 
environments, they make decisions and adopt technologies that may make them less general 
purpose but easier to use in those environments. Prominent examples are projects like 
SOPRANO (Wolf et al., 2008), focused on elderly care scenarios, (and which relies on 
abstractions from that environment for component definition and on an ontology based 
semantic system for component interaction). The already mentioned PERSONA project 
devoted to increasing the independence of old people or the iRoom (MIT Oxygen, 2009), 
centred on the work environment. On the other hand we may find projects with a general 
purpose in mind. These projects usually devote great efforts to technology interoperability 
aspects and to providing high level abstractions and communications capabilities suitable 
for the typical requirements of AmI systems. Examples are the AMIGO project (AMIGO, b, 
2009), although mostly focused on the home entertainment environment it provides a very 
versatile architecture, the EMBASSI project (EMBASSI, 2009), that tries to provide the 
needed technological infrastructure for the development of AmI systems in environments 
like the home, automotive vehicles and kiosks. The works carried out by Chen Rui et. al (Rui 
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et al., 2009), towards the definition and implementation of a general purpose AmI 
framework and our own approach, the HI3 project (Varela et. Al, 2007; Paz et al., 2008, b).  
Before starting the discussion on the different technical approaches to the development of 
ambient intelligence middleware, it is important to take a look at the objectives of AmI in 
order to establish a series of prerequisites or key areas that a middleware for AmI 
development should deal with. One key differentiation factor of AmI with respect to general 
software development is that AmI systems are intended for operation in the real world, 
interacting with the environment and its inhabitants, this fact alone brings in some strong 
requirements such as: 

 Multi-platform compatibility and interoperability. 
 Modularity. 
 Distributed operation. 
 Dynamic management of components. 
 System management. 

 
Multi-platform compatibility and interoperability 
AmI software needs to support its deployment on very different software and hardware 
platforms, from PCs to mobile phones, going through home appliances, automotive vehicles 
or consumer electronic devices. Because of this almost all the projects having to do with the 
development of AmI middleware are implementing them with technologies that inherently 
support multiple platforms, like interpreted programming languages such as Microsoft .Net 
or SUN Java and XML based mechanisms for communications. 
 
Modularity 
Most authors agree that AmI systems need to be highly modular in order to model and 
interact with a highly dynamic and complex environment like the real world. They need to 
contemplate and interoperate with a large number of devices and technologies to sense, 
reason and act on the environment. A design based on loosely coupled components is 
essential to accommodate that disparity in a sustainable and scalable system. It also forms 
the basis for component reusability, a key capacity to make more extensible and adaptable 
systems. 
Modularity is a key aspect of AmI middleware, this can be seen in the fact that the projects 
we cited before can be divided by the techniques they apply to define components. Two 
main approaches can be distinguished. Projects that rely on Service Oriented Architecture 
models (SOA), and projects that use a multi-agent approach. 
In the last decade, SOA has been widely adopted in the enterprise development field as a 
good approach for obtaining more sustainable and scalable systems. The SOA approach 
promotes a system design based on services (components) that define an interface that other 
components can use to access the functionality of the services without knowing anything 
about the service´s internal workings. The key design principle of SOA is that the services 
must be highly decoupled and reusable so that systems can be built by the aggregation or 
orchestration of multiple services. Numerous AmI projects have adopted SOA as their basis 
for system design and modularization, mainly due to the fact that it provides a good 
solution for modularization. Some examples of those projects are SOPRANO (Wolf et al., 
2008), which is based on the development of services that provide semantic contracts related 
to different levels of an elderly care scenario to specify its functionality and requirements to 
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other services. AMIGO (AMIGO, c, 2009), that make use of services to dynamically 
accommodate the different devices and technologies needed to autonomously operate in a 
home environment. The PERSONA project (PERSONA, 2009, a), on the other hand, 
distinguishes different types of components by using multiple event-based buses with 
subscriber and publisher components for direct input/output and context management, but  
relies on services for the abstraction of the high level functionalities. 
The other approach for system modularization is the multi-agent paradigm. It is based on 
the division of the system into multiple autonomous components, called agents, that 
collaborate to resolve a functionality. The key characteristic is agent autonomy, as it implies 
that the agents must present other characteristics that make them very attractive to AmI 
[aitami][chen-rui], like loose coupling, reactivity, proactivity and robustness. To operate in 
an autonomous way, agents needs to react to changes in the environment, a good property 
for systems that will operate in such a highly dynamic environments as the real world. They 
also need to be proactive, because every one of them should pursue its own goals, taking 
initiative and interacting with others and the environment as needed, again a good 
characteristic for AmI systems that must adapt themselves to the environments and their 
inhabitants, learning from them in order to predict their needs. And finally agents must be 
robust to operate in an autonomous manner with very little human intervention. These 
characteristics have led to different AmI projects adopting the multi-agent paradigm as its 
technological base. Prominent examples are the work by Soldatos et. Al from the AIT (AIT, 
2009) within the CHIL (CHILL, 2009) project (Soldatos et al., 2007), which presents a three 
tier architecture with a tier of agents for high level functionality that rely on the other two 
layers for sensing and signal processing, or the Intelligent Room (MIT Oxygen, 2009) project 
at MIT which uses agents through its Metaglue (Hanssens et al., 2002) and Hyperglue  
(Peters et al., 2003) systems to represent resources and their interactions. Chen Rui (Rui et 
al., 2009) from the Embedded Software and Systems Institute of the Beijin University of 
Technology present a general purpose AmI architecture with a multi-layer design and use 
multi-agent systems to implement it. In our own approach, the HI3 project, we have also 
proposed a multi-layer design (Paz et al., 2008, b), and we use multi-agent technology to 
implement the different elements that populate each layer. 
 
Distributed operation 
Highly related to the modularization problem and the nature of the environment in which 
AmI systems must operate, the components of an AmI system should operate in a 
distributed fashion. They need to rely on multiple heterogeneous devices to sense and act on 
the environment, and more importantly, they need to provide its functionality in an 
ubiquitous way, and thus need to operate multiple devices at multiple locations. This 
increases the importance of the communications capabilities that a middleware for AmI 
provides to its components. 
With respect to the projects that use SOA, like SOPRANO or AMIGO, almost every one of 
them employs OSGi (OSGi, 2007), an specification for a dynamic module system for Java 
that is a de facto standard for SOA based systems. There exist numerous implementations of 
the OSGi platform specification that provide tools for the development, deployment and 
management of services. Due to the nature of SOA, systems using this approach employ 
RPC (Remote Procedure Call) like communications almost exclusively. That is, for instance, 
the case of SOPRANO and AMIGO. With respect to the technical solutions for RPC 
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communications within OSGi, the initial versions of the OSGi specifications did not 
contemplate distributed operation, so numerous projects started to provide that 
functionality, the most widely distributed one is R-OSGi. The last revision of OSGi, release 
4, version 4.1 (OSGi, 2007), contemplates support for the uPnP protocol and for the 
publication of services through the HTTP protocol. With respect to multi-agent based 
systems, they normally rely on ad-hoc message interchange for component communication 
and on FIPA (FIPA, 2009) compatibility for interoperability with other systems. 
 

 

Fig. 2. HI3 AmI platform block diagram 
 
We think that RPC like and simple message passing communications are not enough to 
support the complicated interactions between components that will be necessary to operate 
on an environment as complex and dynamic as the real world and to handle its relations 
with its inhabitants. Developers need more elaborate and high level communications tools 
to model and implement the interactions among its components. Event-based 
communications are a common solution for loosely coupled one-to-many communications, 
so they perfectly fit the requirements of AmI components. They have been used by several 
projects, like AMIGO, which considers an event based mechanism for context change 
management, PERSONA that introduces event buses as its primary communications, 
input/output and context management system. In HI3 we have also implemented an event 
based communications system for agents, providing them with the capability to publish 
information on publications that other agents can be subscribed to. Complex one-to-many, 
and many-to-many communications are also desirable in order to coordinate societies of 
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components to pursue a common goal. This is also a typical problem of multi-agent systems, 
and as a consequence FIPA provides some facilities for conversations, especially for the case 
of one-to-many. In HI3 we have developed an extensible system to manage complex many-
to-many agent conversations, every HI3 agent can initiate and participate in conversations 
whose behaviour is controlled by different conversational models that contain the logic to 
drive a particular type of conversation. This include how to invite new members into a 
conversation, how to leave a conversation or how to notify members of message reception.  
 
System management 
System management is often overlooked in AmI systems or at least, there is not much 
information about the techniques used by the different projects. Some of the systems are 
intended for home use thus, they try to avoid the need for management. However, when 
intended to be used in large installations like hotels or hospitals, where there will be 
professional staff supporting the systems, system management capabilities are a must. The 
general approach is to rely on the management capabilities of the underlying component 
technology, like remote service deployment on OSGi platforms. One noteworthy exception 
is the case of AMIGO and its OSGi Deployment Framework (AMIGO, a, 2009) that is able to 
dynamically deploy services taking into account their semantic descriptions. With respect to 
the HI3 project, we have developed a declarative model and its associated tools that make 
the declarative definition of multi-agent systems (and its components, agents, behaviours, 
etc.) possible. It uses a self designed URL system for component resolution, thus providing 
loosely coupled component aggregation. Currently it only resolves components that are 
available within its own component container, but we are working to support remote 
dynamic deployment and instantiation of components. Along with this system, HI3 
provides an AmI system execution container that integrates a lightweight embedded web 
server to provide a remotely accessible web interface for component life cycle management 
and deployment. It also provides support for the components to use that web server to 
provide web interfaces for management or even for web service compatibility.  
To illustrate a complete proposal for base middleware in an AmI system, intended to 
alleviate the problems of AmI system development, Figure 2 displays a block diagram of the 
AmI system development and execution platform developed for HI3. The platform uses 
Java as its programming language and, as mentioned before, is based on multi-agent 
technologies. It uses the JADE (JADE, 2009) agent platform as its base, and on top of that 
provides all the functionalities that have been describe throughout this section, such as 
component definition and description, high level communications capabilities like 
conversations and event-based communications, component management and searching 
capabilities and hardware abstraction facilities. 

 
3.3 Context-awareness 
In this section, we review various existing context-aware systems focusing on context 
middleware and architectures, which facilitate the design and development of context-
aware services and applications. We discuss important aspects in context-aware systems 
and present some ideas related to context management in the HI3 architecture. 
Many researchers have debated definitions of context for many years without reaching a 
clear consensus (Dourish, P., 2001). In the literature the term context-aware was first 
introduced by Schilit and Theimer (Schilit and Theimer, 1994) in 1994. They define context 
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as "the location and identities of nearby people and objects and changes to those objects". 
Dey, in (Dey, 2001), reviews definitions of context and provides an operational definition of 
context as "any information that can be used to characterize a situation". This is the sense in 
which we understand the term context. The context defines the elements that must be 
observed in order to model the current state of the environment (situation). Additionally, 
context-aware applications must be able to dynamically adapt their behaviour to the current 
context without direct human intervention, in order to increase their usability and improve 
the end-user experience. 
Dey and Abowd (Dey and Abowd, 2001) propose the division of context entities into three 
categories: places, people (individuals or groups) and things (physical objects). These 
entities can be described by attributes which can be classified into four categories: location, 
identity, status and time. Another popular way to classify context instances is the 
differentiation between the external and the internal dimension.  The external dimension 
refers to context that can be sensed by hardware sensors, whereas the internal dimension is 
extracted from user interactions. 
Related with the method used for context information acquisition, we can enumerate three 
different approaches (Chen et al., 2003): 

 Direct sensor access. The applications gather the information directly from the 
sensors. This hinders system scalability, adaptability and distribution. 

 Middleware infrastructure. This approach introduces a layered architecture that 
hides low-level sensing details. Hence, facilitates reusability and encapsulates the 
hardware dependent software. 

 Context server. This approach extends the basic middleware based architecture by 
introducing distributed access to remote context data sources. We need to consider 
that probably the majority of devices used in ubiquitous environments are mobile 
devices operating over different network protocols. 

 
Additionally, in order to manipulate and store context data in a computational form, we 
need to define a context model. There are different context modelling approaches that use 
different data structures for representing and exchanging contextual information: simple 
key-value models, object oriented models, logic based models or ontology based models. 
Ontologies are the most expressive models and are a very promising instrument for 
modelling contextual information (Strang & Linnhoff-Popien, 2004).  
Focusing attention on AmI environments, there is a high level of consensus among 
researchers on the idea that it is essential to provide a framework for supporting context-
awareness. One of the goals of a smart environment is that it supports and enhances the 
abilities of its occupants in executing tasks. In order to support the inhabitants, the smart 
environment must be able to detect the current state of the environment and determine what 
actions to take based on this context information. Therefore, applications in AmI 
environments need to be context-aware so that they can dynamically adapt themselves to 
different situations (Hung et al., 2003). 
 
Related projects 
Many ad-hoc context-aware systems designed to deal with predefined and restricted 
scenarios can be found in the literature. These systems may be optimized for this scenario 
but they aren't flexible or expandable. As a contrast, and following the global architectural 
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approach we promote in this chapter, we will focus on middleware or architecture based 
systems. Middleware should provide uniform abstractions and independence from 
hardware. It must simplify the development and maintenance of context-aware systems. It 
should also simplify the interaction between different context-aware applications by means 
of the use of common abstractions and tools. In what follows we will introduce various 
frameworks that meet some requirements such as architectural approach, historical data 
management, context model definition, sensing abstraction model or security and privacy. 
An example of agent based architecture for supporting context-aware computing in AmI 
environments is the Context Broker Architecture (CoBrA) (Chen, 2004). The core of this 
middleware platform is the intelligent context broker that manages a shared contextual 
model making it accessible to a society of software agents. The context broker also includes 
components that provide a context knowledge base, components that encapsulate the 
context data acquisition process and components that grant private access to the information 
managed by the system. 
The Service-Oriented Context-Aware Middleware (SOCAM) project (Gu et al., 2004) defines 
an architecture for the rapid prototyping of context-aware mobile services. It includes a 
server that collects and manages context data using distributed context providers. Services 
can make use of different levels of context data in order to perform their context-aware 
tasks. 
Another middleware platform based on a layered architecture is developed as part of the 
Hydrogen project (Hofer, 2002). The main particularity of this framework is that it manages 
a local and a remote context. The local context only contains information provided by local 
devices, the remote context provides the information that other remote devices know. The 
devices share their context information when they are able to establish a communications. 
With this strategy, a device's context consists of its own local context and a set of remote 
contexts obtained from other devices. The architecture also includes a software layer that 
abstracts the access to contextual information from the client applications.  
The Gaia project (Roman, 2002; Gaia, 2009) defines another framework that extends typical 
operating system concepts to include context, location awareness, mobile computing devices 
and actuators. The project is focused on building applications in a generic way without 
assumptions about the current resources of an active space. The platform must be able to 
transparently locate appropriate devices, detect the addition of new devices to the system, 
and adapt content when data formats are not compatible. 
The PRIMA project (PRIMA, 2009) is about machine perception of people and their 
activities. This project includes the development of a lightweight middleware intended to 
help developers to create ubiquitous applications. The authors argue that context is a key 
concept in ubiquitous computing and propose a layered architectural model for services 
based on human activity (Emonet, 2006; Crowley, 2006). This model defines a conceptual 
and operational division of the system in four layers: the sensor-actuation layer that 
encapsulates the diversity of sensors and actuators through which the system interacts with 
the world; the perception and action layer that operate at a higher level of abstraction than 
sensors and actuators; the situation model layer that allows the system to focus perceptual 
attention and computing resources according to the current state of the environment; and, at 
the highest level of abstraction, the service layer. 
Other important projects in the area of AmI, such as AMIGO (AMIGO, c, 2009) or 
PERSONA (PERSONA, b, 2008), develop context-awareness frameworks as an important 
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part of architectures that facilitates the development and integration of AmI applications. 
Both projects together with the PRIMA project share important design criteria, such as a 
layered approach with different levels of abstraction, use of ontologies to represent 
contextual information or the inclusion of components for user profiling and 
subscription/notification mechanisms. 
 
Context model 
We believe that an extensible, adaptable and efficient model for handling, sharing and 
storing context information is fundamental to providing effective and usable applications to 
a variety of users in scenarios with large variations in resources and activities. Context is too 
complex to be defined and programmed as a fixed set of variables. This demands the use of 
higher-level knowledge approaches together with reasoning and learning techniques.  
The context model and context processing logic are the major components for providing 
intelligent, adaptable and proactive context-aware services and applications. As indicated 
before, ontologies provide an interesting formalism for specifying contextual information. 
Based on ontological models we can develop more sophisticated tools that provide a generic 
middleware platform to support context modelling in heterogeneous smart environments. 
In the conceptual model of the HI3 architecture, we propose the division of AmI systems 
into four main layers (Figure 1). These layers represent different levels of abstraction and, as 
a consequence, the system can manage multiple views of the same contextual information in 
different layers and with different levels of abstraction. Hence, middleware must provide 
context aggregation capabilities that permit the composition of fine-grained context data in 
order to obtain higher-level context representations of the information. Middleware must 
also provide context interpretation capabilities to perform transformations of context data. 
 
Awareness and notification 
The awareness and notification capability must provide the functionality required to 
develop applications that can easily stay aware of any significant change in context. To 
achieve this, we propose a subscription/notification mechanism that allows services to 
register rules that specify what changes in context they should be notified of.  
 
Historical information 
Managing historical context data provides the possibility of implementing highly adaptable 
context-aware services. Furthermore, using learning algorithms, contextual information can 
be predicted to proactively adapt system behaviour to user habits. Related with historical 
data we can introduce in our architecture the concepts of granularity and period of validity. 
These properties are important to determine the relevance of contextual data to solve a 
certain task.   
 
Information storage, privacy and security 
We believe that it is necessary to use persistent storage systems to save coherent context 
data. This storage system must manage privacy policies and different levels of abstraction 
for data representation. Furthermore, is important that this component has facilities to query 
historical context data. Context usually includes sensitive information about people 
(location, activity, medical data, etc.). Hence, it is necessary to be able to protect privacy 
specifying policies and ownership of context information. We propose a transversal view of 
privacy and security components that operates in all the layers of the architecture. Thus, at 
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every level of abstraction, one must incorporate mechanisms to support privacy, trust and 
security. 
 
User modelling and profiling 
A major requirement of AmI systems is that they must be capable of learning from the use 
and habits of the users in order to predict and anticipate them. Moreover, these systems 
must exhibit proactive, adaptive, predictive and autonomous behaviour. These goals are 
achieved by constructing, maintaining and exploiting user models and profiles, which are 
explicit representations of individual user preferences. Hence, an ambitious AmI 
architecture and context-aware framework must provide components and structures that 
facilitate the development of applications that make use of user models and profiles.  

 
3.4 Mobility 
Ambient Intelligence systems should provide an ubiquitous experience to its users, in other 
words, as far as possible, they should offer their services and functionalities independently 
of user location. For example, if the user is in his office accessing a travel planning 
application to prepare his next work trip and suddenly the user needs to go out to a client's 
office, the application should transfers its execution to his mobile phone, maybe by changing 
to simpler algorithms for data processing due to the lack of resources of mobile devices, and 
obviously changing the user interface. As soon as the user is in his car, the system transfers 
the functionality to the car computer in order to increase resources to use the more 
demanding algorithms and again changing the user interface, for instance to voice 
commands. Examples of this desired behaviour can be found almost for every functionality 
that an AmI system could provide to its users, except those that are highly related to a 
specific hardware device or installation.  
Achieving these types of mobility capabilities is not an easy goal and is yet in an early 
research phase. To provide such capabilities to its developers, AmI architectures and their 
supporting middleware must support classical techniques from the fault tolerance field, 
such as component duplication and component state synchronization. They should also 
provide new techniques that make use of the semantic descriptions and contextual 
information in order to correctly move and duplicate functionalities between devices and 
spaces, taking into account component requirements, such as memory footprint or specific 
devices needed for its operation, as well as context information, such us preferences or even 
abilities of the users in order to select the correct user interface. 
Mobility has been a hot topic in multi-agent systems research because with mobility agents 
gain numerous interesting capabilities (Oshima & Lange, 1999). For this reason, projects that 
use multi-agent paradigms have a huge advantage on this particular aspect. In fact multi-
agent platforms like JADE provide basic support for agent mobility.  Agent based 
approaches can focus on providing high level features that use their semantic and context 
systems to achieve intelligent component mobility. 
With respect to SOA based approaches (usually based on OSGi platforms), OSGi does not 
support integrated mobility or fault tolerance features so, currently, a lot of efforts are being 
devoted to the development of OSGi extensions to support fault tolerance (Ahn et al., 2006; 
Filipe & Torr, 2009) that could be used as the basis for mobility features by reusing its 
component replication capabilities. Some work on SOA services mobility is starting to be 
reported. An interesting paper in this line is (Preuveneers & Berbers, 2008). It provides a 
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good overview of mobility in pervasive systems and, in particular, it proposes solutions for 
mobility in OSGi based systems, also presenting an interesting implementation example. 

 
3.5 Hardware abstraction 
Ambient Intelligence systems are intended for operation in real environments, more 
specifically; real life social environments like homes, hospitals or hotels, inhabited by 
people, with the objective of making people's life easier and more comfortable. To achieve 
this, AmI systems must infer quality contextual information about the environment and its 
inhabitants. Complex algorithms and techniques are being proposed for this purpose but, in 
the end, all of them must rely on real data coming from the environment, and there is no 
other way to obtain those data than using sensing/actuation devices deployed in the 
environment or even on the people (wearable sensors, etc.).  
There are many technologies competing for the domestic and social market, each one 
offering adequate solutions for its portion of the market. AmI software must be able to take 
advantage of these technologies but, the huge disparity of the different technologies and 
interfaces results in a series of problems: 

 Difficulty of interoperating groups of devices of different natures.  
 Portability of software components to different hardware platforms.  
 Risk of translating the complexity of the hardware set-up to the software 

applications. 
 Risks derived from the dependence on a given technology vendor.  
 In real environments there may already be hardware elements present, such as 

classical domotics buses, which require their integration.  
 
Solving these problems is not an easy goal, and the majority of AmI projects have mostly 
ignored them, adopting concrete technologies. This approach anchors the software solution 
to the selected hardware technologies, introducing unnecessary complexities on the 
software side and distracting developers from the core logic of its functionality. 
Furthermore, the software needs to be adapted to the hardware characteristics, loosing its 
generality and making its reuse on other project or environments difficult. 
Almost all the projects working on integral architectural solutions for AmI have identified 
the hardware access as a key aspect. The good news is that all of them agree on the 
paradigm that should be applied to deal with this problem and are developing hardware 
abstraction layers that hide the complexities and differences of heterogeneous technologies. 
The main differences found between the approaches have to do with the design of those 
layers and the type of devices they are dealing with. On one hand there are projects that 
have focused on particular niches. For example, projects focused on home entertainment are 
mainly working on the interoperation of consumer electronic devices. This is the case of the 
INTERPLAY system (Messer et al., 2006), that tries to provide integration among home 
entertainment devices by using a three-layer architecture to support multiple device 
technologies and hide their heterogeneity.  
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Fig. 3. Physical vs. Virtual hardware architecture 
 
On the other hand there are projects that try to provide a general solution to the hardware 
integration problem. A prominent example is the AMIGO project (AMIGO, c, 2005) that has 
worked on the integration of heterogeneous technologies coming from domotics and 
consumer electronics. AMIGO relies on standardized solutions as much as possible, 
developing abstractions to hide the heterogeneity of the devices and translate their 
functionality to AMIGO compatible services. AMIGO proposes uPnP as a standard for 
hardware access so, when a non uPnP compatible device needs to bee used, AMIGO 
develops proxy services that use ad-hoc drivers to interact with the device and translate its 
interface. Proxies have been developed for two widely used domotic technologies, BDF and 
EIB. Chen Rui et al. (Rui et al., 2009) propose a similar solution to AMIGO, integrating 
technologies through the use of encapsulating proxies. The main difference is that they also 
provide a hardware solution to simplify the physical integration of technologies as well as 
the development of new devices. 
From the beginning of HI3 we though that a solution for the integration of hardware 
technologies was the first step towards more reusable and maintainable AmI systems, so we 
started the development of the HI3 architecture from its hardware abstraction layers (Varela 
et al., 2007). Our approach is similar to the ones proposed by AMIGO and Chen Rui et al. It 
is based on the definition of a standardized paradigm for hardware access and the 
development of proxy-like devices to adapt current existing technologies. 
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Fig. 4. Deployment diagram of the Device Access Layer components. 
 
The HI3 project proposes a conceptual model based on a multilayer design with two layers 
in charge of abstracting hardware technologies. Going from the top down, the Sensing and 
Actuation layer is made up of agents that provide higher level views of hardware devices, 
for example aggregating them, applying some basic signal processing algorithms, etc. The 
Device Access Layer takes inspiration from the IEEE-1451 (NIST, 2009) standard (Varela et 
al., 2007). It is based on a distributed model inspired by the network and application layers 
of IEEE1451.1 standard and is supported by three basic pillars: 

 Unified and generic view of the different hardware devices. 
 Definition of a paradigm for the operating model of the sensing/actuation device 

network. 
 Abstraction of the device network topology. 

 
The first two abstractions provide functionality-based access to devices. They are accessed 
through read/write operations over parameters that represent the objects or states of the 
physical environment that a device can operate with. The third one is implemented as a 
network layer and a node abstraction that enables the integration of multiple and 
heterogeneous device networks. 
This model is summarized in Figure 3 which displays the two visions of a complex scenario. 
On the top there is the physical vision of the installation, in which the software is exposed to 
the complexities of each different device. The bottom represents the homogeneous view the 
hardware abstraction subsystem provides. 
The Device Access Layer is implemented through two components Figure 4, a software 
library to provide homogeneous and ubiquitous access to a network of devices (called 
ILHAS), and node software that can be used to integrate devices into that network. We have 
also developed a hardware prototype device (Varela et al., 2007) that integrates this node 
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software with COTS hardware, creating a good low cost solution for the development of 
new devices as well as hardware proxies for existing devices or technologies. 

 
4. Applying HI3 technology 
 

In the previous section of this chapter we have presented a review of different interesting 
approximations to provide Ambient Intelligence with models and supporting software to 
speed up the development of AmI systems. The HI3 architecture, a general purpose base 
architecture for AmI, has been presented along with these descriptions. In order to clearly 
illustrate how AmI support middleware, and more specifically the HI3 architecture, can 
help in the development of AmI software, we are going to show how it can be used to build 
a simple but interesting example that includes many of the typical requirements of AmI 
systems. 
The example is a fairly typical one, a simple meeting management application. Similar 
examples have been used in numerous AmI articles to date as this type of application has 
functionalities that are easy to explain but presents complex underlying requirements like 
heterogeneous hardware integration, dynamic component collaboration, distributed 
operation or IA capabilities. It is an AmI application in charge of the management of one or 
more meeting rooms. It has to control all the devices involved in a meeting process, like the 
lights of the room, the projector display or the computer that shows the presentation. It also 
needs to autonomously know when a meeting can start by looking at who is in the room 
and checking if all the expected members have already arrived. In order to introduce some 
high level data processing techniques, we also want the application to autonomously extract 
user preferences about meeting room configuration. 
In order to implement this example, we have at our laboratory a meeting room with all the 
required hardware devices: 

 An EIB bus with light actuation devices, presence sensors and a collapsible 
projector display. 

 A video projector with ethernet connectivity that is compatible with the PJLink 
protocol for remote control purposes. 

 One computer with its video output connected to the video projector in order to 
display presentations. 

 One computer with various bluetooth dongles that will provide a list of MAC 
addresses that are detected inside the room. Therefore, the users must simply carry 
a mobile device with bluetooth support in order to be located and identified. 

 
Following the HI3 architecture model guidelines, those devices will be abstracted as ILHAS 
parameters that represents their device functionalities, like the state of the lights and 
operations to read/write it, the state of the presence sensor or a list of detected MAC 
addresses in the case of the bluetooth device that will be used to know who is in the room. 
The type and number of ILHAS parameters is standardized across devices that provide the 
same functionality, in other words, two light switching devices from different vendors, for 
example EIB and X10, will present the same parameters to the ILHAS subsystem. As the 
ILHAS library provides direct access to those parameters, homogeneous access to 
heterogeneous device technologies is effectively achieved.  
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Fig. 5. Hardware deployment diagram 
 
ILHAS provides also a homogeneous network topology on top of complex topologies that 
integrate multiple network technologies. As can be seen on Figure 5, there is at least one 
device adaptor for each technology that translates its concrete interaction protocols to the 
ILHAS parameter read/write paradigm. In order to use EIB devices, a bridge node has been 
implemented by using the ILHAS node software we talked about in the previous sections. It 
is deployed on a PC and connected to the EIB bus through a RS-232 interface using the 
Calimero EIBnet/IP tunneling library and the Tweety EIBnet/IP tunneling server from the 
TU Vienna (TU, 2009). With respect to the video projector, even though it has TCP/IP 
connectivity by using the PJLink protocol, a bridge node was also developed. This bridge 
node uses the PJLink protocol to interact with the projector and provides its functionality as 
parameters through ILHAS. This PJLink bridge node can be directly reused with other 
PJLink projectors. Finally, the bluetooth devices can be seen as a native ILHAS node because 
in this case there are no translations involved. The bluetooth dongles are deployed on a PC 
that runs an ILHAS node with device drivers that access those bluetooth devices. 
As proposed by the HI3 architecture, all the devices are accessed through elements in the 
Sensing/Actuation layer that will translate them to a higher level view, by, for example, 
incorporating new information like their location, and providing automatic fault tolerance 
by transparently changing from one device to another in case of failure or by aggregating 
them. In this example we are going to keep this layer as simple as possible so it can be seen 
as redirecting proxies. It is important to notice that these elements are independent of the 
hardware technologies of the devices they represent because they access the hardware by 
using the ILHAS library, thus the video projector component can use any type of video 
projector, from a PJLink compatible one to an RS-232 device, as long as they are adapted to 
ILHAS. 
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As shown on Figure 6, the proxy components are elements of the Sensing/Actuation layer 
of the HI3 architecture. As such, they are implemented as multi-agent systems (in this 
particular case, they have only one agent) and they have an associated formal description of 
their functionality that is registered by the HI3 container at deployment time, and that can 
be used by other system elements to dynamically find them. The functionality descriptions 
of every element (in any of the layers) can be parameterized at deployment time or at 
runtime with specific values like, for example, a location in which the element operates. 
Looking again at Figure 6, a high level view of the system's design is shown. As proposed 
by the HI3 architecture model we have designed the system as a set of loosely coupled 
components that collaborate to resolve the proposed functionality. Those components have 
been developed within each one of the proposed HI3 layers by looking at their purpose. 
Hardware access components are on the Sensing/Actuation and Device Access layers. 
General purpose components that can be reused by other components or projects are inside 
the Service layer. This is the case of components in charge of identifying the detected users 
of the system or controlling the set-up of a meeting room. Those components are examples 
of loosely coupled functionalities that, by having them modularized, can be directly reused 
in other applications and environments. Finally there are the components that provide 
concrete, not easily reusable functionalities; we call them applications, as they are the 
components that implement the use cases that a user expects from the system. In this 
example we have only one application, the meeting room management application. It relies 
on the available services to provide its required functionality and incorporates custom logic 
for its specific functions, such as, for example in this case, the profiling of the meeting room 
configuration. 
We are now going to look more carefully at how the different elements resolve the proposed 
functionalities. 
To achieve user location and identification functionalities a simple approach was applied. 
Users must carry a device with bluetooth support (for example a mobile phone) and we will 
use bluetooth dongles integrated in the system to detect those mobile devices. On top of 
these detection devices there will be a Presence service. It is associated to a location and 
knows who is in that location. It infers that information in a multi-modal way by using two 
types of information. Bluetooth devices to know who are in the room, and discrete presence 
sensors for fault tolerance and to alleviate the problems of the bluetooth technology like 
detecting people that is the contiguous room. Together with the Presence service there is the 
Identification service that uses the presence information and user data to generate user 
location and identification information. The communication between the Identification and 
Presence services, is achieved using the publish/subscribe capabilities provided by the HI3 
middleware. The Identification service is subscribed to a Presence information publication. 
The same strategy is applied for the Presence service and the devices it uses. It is important 
to highlight that multiple services of each type can be present in the system at any time and 
the connection between them is performed dynamically. Their functionality is registered in 
the HI3 container and, as we have already indicated, can be parameterized, for example by 
the location they control. Thus, for example, when an identification service is deployed it 
will search for an adequate Presence service by using its standardized functionality 
description parameterized with its location. 
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Fig. 6. Component diagram of the proposed example 
 
The Projection service is similar in concept to the Presence service. It is in charge of 
aggregating and providing control over the typical devices found in a meeting room. There 
can be multiple meeting rooms in a building, so there is one Projection service for each room 
and at runtime it will search for partners (video projector, projector display, lighting, etc.) by 
using their descriptions parameterized with the location value. As with the case of the 
identification and presence services, this effectively achieves dynamic component 
composition and collaboration. 
The meeting room management application uses all these services to control the devices 
involved in a meeting and to access information about the environment and its users, like 
the people present in the meeting, the state of the lights, etc. It applies profiling algorithms 
to this information in order to extract preferences about the lighting configuration that a 
particular user (or group of users) prefers for a meeting. More specifically, it monitors the 
state of the meeting room lights during meetings detecting patterns in their behaviour. For 
example, when the system does not know the preferences of a user it may, by default,  turn 
off the lights when a presentation starts, if the user does not like that configuration it will 
turn on the lights (or a given subset of them) using any of the available actuators. This is the 
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information used by the system to learn the preferences of the user. This information is 
associated with the context and objective in order to increase the probability of the system 
automatically turning on some lights during a presentation when the context is similar. 
In this simple example we have introduced typical AmI application requirements, like 
environment sensing and actuation through multiple paths, dynamic component 
composition and collaboration and even IA algorithm integration. It also has presented how 
an AmI general purpose architecture can speed up the development of AmI systems by 
providing solutions that are ready to use in multiple problems and a structured way of 
integrating them. 

 
5. Conclusion 
 

This chapter provides a review of some of the most important operational aspects of 
Ambient Intelligence as well as their bearing on the development of the software/hardware 
platforms that must support it.  In this line, a series of issues that an architectonic approach 
to AmI software development should tackle have been identified and we have shown how 
the research community in general, and our laboratory, in particular, is dealing with them.  
Through the study and presentation of the HI3 architecture proposal and by relating it to 
other approaches found in the literature, the different solutions to the issues that arise and 
how they must be considered in the design and tool development phase have been visited. 
Some of these solutions have been taken to a high level of development through their use in 
other fields. This is the case of distributed operation technology, modularity and low level 
communication. Others are currently in an intermediate state, some good advances have 
been made, but much work is needed to fulfil requirements like ubiquity and full 
autonomous operation; this is case of technologies for issues such as security, mobility, fault 
tolerance or hardware access and configuration. Finally other areas are still in an early stage 
of development, some promising work has been carried out, but it is still isolated (not 
integrated) or assumes too many simplifications in order to deal with the problems. In this 
situation we find areas such as context-awareness, component self-organization and 
collaboration or natural human-computer interaction. As a consequence, it is easy to see that 
there is still much to do in this area and formal and structural approaches are still needed in 
order to achieve the operational degree that would be required of such a system operating 
in real life situations with humans. Obviously, it is a very interdisciplinary subject, that will 
require bringing together knowledge and technologies from very different fields, both 
technological and social, within a framework that really allows a systematic approach to the 
construction and adaptation of these structures without leading to a quagmire of ad hoc 
solutions or a complete deadlock as the systems scale. And it is also evident that to achieve 
this end powerful design and development tools and architectures will be a key issue. 
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1. Introduction 
 

The Ubiquitous Computing concept was first defined by Mark Weiser (Weiser, 1995) and it 
refers to a new computing era where electronic devices merge with the background. People 
make use of those electronic devices unconsciously, focusing just on their needs and not in 
how to accomplish them. 
The concept of Ambient Intelligence (Ducatel et al., 2001), lying on the ubiquitous 
computing paradigm, refers to those environments where people are surrounded by all kind 
of intelligent intuitive devices, capable of recognising and responding to their changing 
needs. People perceive the surroundings as a service provider that satisfies their needs or 
inquiries in a seamless,  unobstrusive and invisible way. 
It is generally agreed that AmI (Ambient Intelligence) will have a great impact in economy 
and society. The potential of AmI technologies in various application areas has been object 
of numerous studies. For example, the IPTS/ESTO Ambient Intelligence in Everyday Life 
Roadmap (Friedewald & Da Costa, 2003) report analyzes key application areas in order to 
find out which are the technological requirements that must support the functions that will 
make the difference in each of those application areas (housing, mobility and transport, 
shopping and commerce, education and learning, health, culture, leisure and 
entertainment). 
But AmI is not only its technological facet. There is also a social and a politics dimension 
besides the devices and software upon which the intelligent environments are built. 
Technology must be helpfull, work with users and not against them trying to pull down the 
wall of the natual resistance of the human being to revolutionary changes.  
                                                                 
1 This work has been partially funded by the Spanish Ministry of Science and Innovation 
under the project  DAMA (TEC2008-06553/TEC), the Regional Government of Castilla-La 
Mancha under project RGRID (PAI08-0234-8083) and the Spanish Ministry of Industry 
under project CENIT Hesperia. 
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Putting the focus on the technological dimmension, the requirements for AmI to become 
real are varied and can be classified in two domains or computational areas (ISTAG, 2003): 
technologies for ambience and intelligence. An intensive reasearch in each one of them, by its 
own, is not a guarantee of success but an additional effort in finding the mechanisms to 
ensure the integration of components and devices in AmI systems must be done. Moreover, 
such integration must be perfomed in a seamless way. 
Therefore, the importance that the technologies for integration play in AmI is out of any doubt. 
We strongly believe that the different research challenges in this area are in the core of the 
success of AmI. However, currently, many of the AmI demands for a hardware platform 
and software architecture, suitable for its needs, have not got a satisfactory response yet. The 
ISTAG in 2003 identified the following features that a platform for AmI must include: 
abstraction, automatic composition, interaction management, computational efficiency, creativity, 
scalability and evolution and dependability.  
It can be easily checked that we are sill far from such vision since AmI environments are 
currently limited to a few demonstrators in the research centres, and the incorporation of the 
AmI technology to real scenarios and applications is taking place extremely slowly. Next, 
we try to be more precise and analyze in deep, from our point of view, the main reasons of 
such delay in the realization of AmI. 
Within the layered vision of an AmI system, the lowest level is in charge of collecting data 
that will be translated into contextual information by upper levels. This layer is mainly 
composed by sensors, small devices with limited capabilities (memory and computational 
power). At this level, it can also be found a set of actuators that execute the commands 
coming from the layers that generate decisions from the data gathered by the sensors. On 
top of the sensors & actuators layer, a set of nodes with sufficient computing capabilities 
interpret the raw data, extracting the knowledge contained in them (in an automatic way). 
Moreover, the nodes of the upper levels may provide value-added services like the 
collection of statistical data or the integration with business processes. 
So, in the basis of any AmI application there is a complex, extremely large distributed system 
containing not only nodes with uneven features regarding execution speed, battery life or 
interfaces but also a communication infrastructure that surrounds them and probably 
combines several communication protocols (i.e. RFID, Wi-Fi, WiMax, Bluetooh, etc). Such 
mixture of properties conform a heterogeneous platform that is intended to support the 
delivery of value added services to software components that are built on top of it.  
It is difficult to tackle with heterogeneity since it poses additional difficulties to the 
development of AmI platforms and applications with the characteristics previously 
mentioned. First of all, programmers should be aware of such heterogeneity, inherent in 
AmI systems, and deal with several languages, programming interfaces, network protocols, 
etc. The time invested by the developers in these affairs is time they are not using to 
implement the intelligence of the nodes that, in any case, is what makes the difference. Also, 
the productivity of programmers will increase since they do not have to worry about the 
implementation details of the integration and communication layers. 
To sum up, it is mandatory in AmI environments a tailored middleware platform to help 
the application and service developers with the integration of components in a simplified 
and seamless way. Such middleware platform must not only provide the necessary 
semantic to connect and make the different elements in the system interoperable (acting as 
the glue between them) but also must offer a set of tools, methods and even embedded 
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services (i.e. composition and reconfiguration services) to enable the rapid exploration and 
prototyping of new systems or more complex services. 
Although AmI environments have much in common with distributed objects platforms 
developed in the nineties (i.e. CORBA, EJB, DCOM …), and also with current grid 
computing platforms (i.e. Globus, gLite …), such distributed platforms where not originally 
conceived thinking of the special needs of AmI. Therefore any attempt to extend standard 
middlewares and apply them to specific AmI applications or scenarios must be carried out 
carefully, trying not to inherit the deficiencies of the original middleware concerning AmI. 
On the other hand, such adaptation process represents an extra effort in order to make the 
former middleware converge with the unforeseen requirements imposed by the new 
scenario. Also, the development of new services and communication means for the standard 
middleware is not for free and, probably, their reuse in other AmI applications can be hard 
to accomplish. 
To overcome the limitations of current approaches, the ARCO research group at the 
University of Castilla-La Mancha2 started to work on a global solution, specifically 
conceived for AmI environments, based on its wide experience in distributed object 
platforms and application oriented middlewares3.  
Our proposal leverages the achievements of standard middlewares in regular networking 
distributed platforms and comprises: 

 A standard communication platform which allows developers to integrate 
heterogeneous devices and networks. 

 A common development framework to build new services or easily integrate 
legacy ones.  

 A set of services that provide the developers with advanced features such as 
service discovery, positioning, management of reconfigurable hardware, migration, 
event channels, etc. 

Throughout the rest of this section we sketch the main features and advantages of our work 
and how it effectively answers many of the major challenges in platform and software 
design for AmI as stated by the ISTAG. 

 
1.1 A holistic approach to the major AmI challenges 
The main objective of the Object-Oriented distributed Platform for AmI (from now on 
OOPAmI) is to address the demands of the emerging AmI technologies from an integrated 
point of view, based on the Object-Oriented  distributed paradigm. Next, we detail how this 
primary goal is achieved: 

 Abstraction. Both services and devices are modelled as objects. The concept of object 
effectively abstracts the hardware and network technology used to deployed the 
services in AmI applications. This allows service developers to concentrate their 
effort in achieving better and more intelligent algorithms instead of worrying about 
communication and platform dependent problems.  

                                                                 
2 http://arco.esi.uclm.es 
3 Among the projects handled by the ARCO research group covering these topics it is 
worthy mentioning those regarding domotic, homeland security and ubiquitous & 
pervasive computing. 
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 Automatic composition. On top of the object communication engine, a set of 
Intelligent Agents implement a reasoning engine which main responsability consists 
in responding to incomming events, needs or requirements by means of service 
composition. The so called, Multi-Agent Service Composer System is implemented 
using the Jadex platform. 

 Computational Efficiency. OOPAmI is able to integrate in the platform architecture: 
(1) low footprint devices such as eight bit microcontrollers (micro-components); (2) 
full servers or mobile devices (i.e. PDAs, SmartPhones) with enough power of 
computation to run complex tasks or algorithms; and (3) application specific 
hardware in form of reconfigurable logic or Systems-on-Chip. The variety of the 
devices that OOPAmI can handle makes our platform flexible and easy to adapt, 
depending on the level of performance demanded by the target application. The 
transparent integration of fully customized hardware devices allows OOPAmI to 
cope with the most complex tasks. Besides this, the use of low cost, small 
computing devices for the simplest services (i.e. retrieving data from sensors or the 
control of the actuators) helps to achieve the maximum resource usage efficiency, 
lowering the final cost of the system. 

 Scalability and Evolution. OOPAmI defines and implements a migration service. 
Such migration can take place from: (1) software nodes to software nodes (with 
different computing capabilities); (2) software nodes to hardware nodes and vice 
versa. The migration service facilitates the management of a punctual increment of 
the work load in the system, enabling the use of the whole available resources in 
the system.  Once again, a set of Intelligent Agents are in charge of reasoning the 
better action in each scenario in order to provide the desired degree of quality of  
service. The Multi-Agent Migration Service uses the above mentioned migration 
service and a reconfiguration service to deploy the bitstreams on the  
reconfigurable logic devices where necessary. New hardware designs and 
algorithms can be incorporate to the system anytime. 

 Dependability. Run-time failure management and security are also considered in 
OOPAmI. Transient and permanent errors in electronic devices are handled using 
different approaches: (1) utilization of replicas; (2) replacement of the affected node 
(i.e. downloading  a new bitstream that fixes the malfunction); and (3) movement 
of the objects that run on the broken node. In OOPAmI these three scenarios are 
transparent to the developers due to: (a) a special distributed location service with 
extended capabilities; (b) a failure detection and notification service; and (c) a 
persistence service which is used by the objects to periodically save its internal 
state in order to be retrieved latter in case of failure. 

 Software and Service Architecture. OOPAmI makes it use of the Distributed Object 
Based Services (DOBS)4 that comprises several research projects within the ARCO 
group. The first implementation of DOBS targeted home services and, after several 
iterations it has evolved into a development and integration  framework  for AmI 
services. The Multi-Agent Service Composer System relies on DOBS and a OWL 
ontology to perform automatic composition of services. 

                                                                 
4 http://arco.esi.uclm.es/dobs 
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 Design. A unified design flow for DOBS objects is proposed. DOBS objects can be 
implemented on Wireless Sensor Network devices, mobile devices, computers or 
hardware.   

 Integration. From an integration point of view, objects unify the way services are 
accessed which leads to better and low effort integration mechanisms. 

 Business model. Nowadays, the role of different companies in the digital home 
market (the prelude of real AmI environments) is reduced to the engineering of 
costly projects regarding the control of smart building. Such projects are mainly 
based on the concept of residential gateway which is totally opposite to the openness 
principle demanded by AmI. It is important for AmI projection to open the market 
to new actors establishing open architectures and protocols. Roles as “service 
providers” or “resource providers” may then be possible so that a competitive 
market can be established.  In this line, OOPAmI is a unified middleware able to 
interact with standard middlewares (i.e. CORBA, Internet Communication Engine) 
which facilitates the integration of new services or devices from any vendor. 

To help the reader to visualize and understand the numerous contributions of OOPAmI, 
Table 1 summarizes its most relevant features and their relation with the requirements for 
the best AmI platform.  
 

OOPAmI platform features and 
components 

Application to AmI environments 

 “Object” as the modelling 
concept 

 Abstracts the platform 
 System-level focus 
 Helps to cope with heterogeneity 
 Offers the necessary semantics to 

integrate services and devices 
 Reusability and interoperability 

 Multi-Agent Service Composer 
System 

 Automatic composition of 
services 

 Reconfigurable nodes  Easy management of adaptive 
systems 

 Migration 
 Performance and flexibility 

 Event channels  Platform-independent data 
communication and acquisition 

 Distributed Object Oriented 
programming model 

 Single programming model 
 Easy development of algorithms 

and applications 
 Homogeneous view of the 

system 
 Automatic generation of 

embedded code 
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OOPAmI platform features and 
components 

Application to AmI environments 

 Low cost nodes 
(microcontrollers) 

 Flexibility 
 Maximum resource usage 

efficency 
 Computational efficiency 

 Multi-Agent Migration Service  Scalability, evolution and 
dependability 

 Distributed Object Based 
Services 

 Automatic composition of 
services 

 Easy devlopment of services 
 Unified design flow  Design of services, hardware and 

embedded software 
 Interaction with standard 

middlewares 
 Openness 

Table 1. Main OOPAmI features and their application to AmI platforms. 

 
2. Previous work in middlewares for AmI 
 

Due to the huge number of knowledge fields that AmI includes, there are many previous 
works related with AmI hot topics (integrated circuits, artificial intelligence, etc.). However, 
in this section we will only focus on those works regarding the middleware technology used 
to overcome some of the problems in AmI environments.  
The middleware has an increasing number of tasks associated in AmI environment, and its 
design has to be carefully delimited to cope with all of them. Between these tasks we can 
mention homogeneous access to AmI devices and resources, with independence of the 
location, operating system, technology used, language used in the implementation, etc. of 
the services. 
Maybe one of the key points of the approach is the interoperability between different 
technologies and services. This problem is not resolved yet. In the meanwhile some 
technologies are called to play an important role in the AmI environments, and therefore 
their integration must be considered: 

 Radio Frequency Identification (RFID) starts to be a predominant technology on 
the identification field and all related applications (e.g. vehicles fleet control, goods 
tracing). RFID is also associated with applications that require basic information 
storage (i.e. identification cards). RFID is becoming indispensable in applications 
for user interaction. Usually, the RFID tag has scarce resources and existing 
middlewares can only be supported by the reader (generally attached to a desktop 
computer). 

 Wireless Sensor/Actuator Networking (WSANS) is also another key technology in 
the future of AmI environments. AmI requirements of monitorization and control 
of the real environment makes use of WSANs as the interface to the real world. 

 Body embedded devices.  Currently, there is significant research in devices 
attached to clothes, or even directly to the human body. Going beyond of body area 
network, these devices supply data to the environment such as people health 
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indicators, preferences, and even emotional state that could hardly be extracted 
with any other technologies (for example, video analysis). 

 Vehicular Ad-hoc Networks (VANET) is another emerging field to integrate in the 
AmI environment since the car constitutes our main mean of transport work  and it 
is part of our daily live. 

Some approaches that try to solve the problem of heterogeneity have chosen the java 
language (for being a multiplatform language) (Sacchetti et al, 2005) or XML and Web 
Services for the same reason (Issarny et al, 2005), (Perumal et al, 2008), etc. However, web 
services impose stronger requirements to the devices because they need to support a set of 
protocols that some of the previously mentioned technologies are unable to support. In the 
same way, Java requires its java virtual machine that, even in its more reduced version, is 
too big for devices like wireless sensor networks devices, body embedded devices, etc. 
Once again, we must highlight that all the technologies mentioned before (but VANET) 
encompass devices with scare resources. This is why seamless integration of these 
technologies requires a light middleware (see section 3.1). 
On the other hand, a middleware for AmI environments must be enhanced with extra 
responsibilities. It must provide advanced services and features to the developers, such as 
the ones listed below: 

 People and resource positioning services: several AmI scenarios require knowing 
people location, in order to adapt its functionality. 

 Automatic service composition: in a real AmI environment, the middleware should 
compose services that are hard to predict.  

 Dynamic discovery of new devices and services: An AmI environment should be 
dynamically built upon the spontaneous appearance of devices and services., in 
order to put them all to work together. 

 Developer assistance. For a better acceptance of any middleware technology, a 
simplified design flow based on a complete toolchain is recommended. One 
example of a very important facility a middleware should provide is a simulation 
platform. This simulation platform should emulate the devices, services, people 
and the information flow of a real AmI environment.  There are some works with 
this idea in its aim, like for example (Maly et al., 2008), but usually they are not 
associated to any middleware so the developers can only emulate standalone 
algorithm with no interaction with emulated devices and services. 

Most of the middlewares developed for AmI environments have not considered these and 
other aspects (as those enumerated in section 1.1).  
The IST Amigo (Sacchetti et al., 2005) project has developed a Java middleware based on the 
OSGi platform (OSGi Alliance, 2006), extending the concept of residential gateway5. IST 
Amigo middleware also supports the development of services using HTTP/SOAP remote 
procedure calls. In our opinion, the role of a residential gateway has been encouraged by 
telecommunication companies with the intention of promoting the client loyalty and 
extending the service offer. The residential gateway approach has been shifted due the 
success of other devices that can also play the role of residential gateway (i.e. mobile 
phones, TV, etc.). The vision of a centralized point for service has definitely changed. 

                                                                 
5A residential gateway is a single device that interconnects all networks (external and 
internal) and devices in the environment. 
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As we argued before, supporting the Java Virtual Machine associated to JAVA, or the 
protocol stack for HTTP/SOAP, imposes strong requirements to the devices that can be 
integrated using a middleware. The middleware developed in the IST Ozone project 
(Gelissen, 2005) is also based on web services developed in JAVA, sharing the same 
problems than Amigo Middleware.  
These web services-based middlewares use WSDL (Web Service Description Language), an 
XML based language for service description. Nevertheless, although XML was designed 
with human readability in mind, a non trivial service description is hard to understand and 
use from a developer point of view. Service descriptions should be a natural action for 
service developers, not a maze of syntactical artifacts (as it happens with WSDL). With this 
principle in mind, our vision about service description simplifies WSDL based approaches 
because: (1) we use a simpler language (IDL) for service description; (2) we decouple the 
description of the interface from its attributes, simplifying the definition of complex devices; 
(3) we provide tools for attribute modelling. 
Agent oriented middlewares constitute another approach for AmI. The works presented in 
(Wu, 2008) and (Marsa, 2006) are an exponent of this approach. In this type of works, the 
authors generally try to model human behaviour, or apply artificial intelligence techniques 
to AmI environments (Ramos et al, 2008) by means of software components called agents 
(they are typically programmed using the Java language for agent implementation due its 
possibility of serialization). 
We have performed a short travel around what is done in the state-of the art in middlewares 
for AmI. Many of them only propose partial solutions to some facets of the problem as 
service composition, network interoperability or service discovery. Others do not even 
consider important features demanded in AmI middlewares (integration of small devices). 
We are looking for an integral approach for AmI development as we will describe in the 
following sections.   

 
3. Integration of heterogeneous devices in OOPAmI 
 

In this section we are going to describe how OOPAmI addresses the heterogeneity problem 
in AmI environments. One of the most remarkable features of our platform is the capability 
of integrating devices of different nature based on the distribute object paradigm. As justified 
in the introduction of this chapter, the concept of object provides the necessary semantic in 
AmI environments to get interoperable heterogeneous nodes due to its capability to abstract 
the implementation details of the network. 
This approach is already present in many standard distributed object middlewares and it 
has been proved to be useful in the design of new and challenging applications for 
ubiquitous computing and ambient intelligence environments.  
Nonetheless, embedding standard object middlewares require too much computing 
resources in the target devices in order to implement the whole middleware protocol 
features. The strict requirements imposed by this approach limit the kind of devices that can 
be incorporated to the AmI network. For example, the facto obligation of an operating 
system (i.e. to provide the access to the network interface) knocks out small devices with 
enough capabilities to implement the object or service functionality. Current solutions do 
not concern this matter and propose the utilization of oversized devices for the 
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implementation of simple nodes where most of the resources are assigned to the execution 
of OS routines or unnecessary middleware services.   
Conversely, OOPAmI allows the incorporation of low cost devices to the platform6, 
removing the need of the OS and the middleware burden in the nodes without sacrificing 
interoperability.  
The principle behind this revolutionary approach can be summarized in the following 
sentence: “Although it is important that each device looks like a distributed object, it is not essential 
that they are actual distributed objects. If devices are able to generate coherent replies when they 
receive redefined request messages then the system will work as expected”. (Villanueva et al. 2007). 
Such principle is also applied in OOPAmI to another special kind of nodes called hardware 
objects. A hardware object (HwO) is a custom integrated circuit that will perform a complex 
task or implement a service.  
The shift in the utilization paradigm of dedicated hardware in OOPAmI, is considering such 
custom devices as autonomous entities in the network. Traditional approaches, view 
dedicated hardware as slave accelerator units under the supervision of a master controller 
(typically a microprocessor). Once again, the complexity of the infrastructure surrounding 
the special hardware unit is almost entirely given to run the OS and middleware services to 
provide interoperability. Thus, the cost of the supporting platform rises and so does the cost 
of programming the embedded software. 
To avoid the dependence of custom hardware in a processor-based computation node, we 
have ported the kernel of a communication middleware onto a pure hardware 
implementation.  The resulting communication infrastructure eases the integration of HwOs 
within the AmI network since they are able to understand the protocol messages of the 
underlying middleware.  
The remainder of this section is dedicated to explain the architecture, tools and methods that 
enable small devices and custom hardware nodes to be incorporated in AmI application in a 
seamless way. Thus, the resulting middleware platform that sustains the services above the 
integration level is endowed with unforeseen features and devices in other commercial 
solutions. To exemplify the concepts, methods, tools and prototypes developed to this end 
we have chosen ZeroC ICE  (Henning & Spruiell, 2008), an excellent CORBA like 
middleware, but the same approach is also applicable to other middlewares.   

 
3.1 Ultra low-cost nodes in AmI platforms 
When a node in the AmI network just holds an application-specific server (i.e. read a 
magnitude value from a sensor), the service, the whole communication engine and its API 
can be handled by a special object implementation called picoObject. A picoObject  lacks in a 
local communication engine and it does not need of object adapters, marshalling routines, 
etc. We just need to implement the message handling code for the middleware protocol 
messages whose destination is an object placed at the device. 
Nonetheless, for the rest of the network a picoObject behaves as a usual object. It provides a 
network level interface without significant differences with respect to a standard object. In 
our case, picoObjects are fully compliant with ICE protocol, the network level contract in 
ZeroC ICE. 

                                                                 
6 Since miniaturisation is a must to accomplish with the very unobtrusive hardware principle, 
is mandatory to offer an integration means for low cost devices with a minimal footprint. 
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PicoObjects can also handle client-side communications using similar techniques. Client-
side messages are composed as a set of templates with just the bare minimum configurable 
fields. 
We have identified a minimum set of rules that must be followed in the development of 
picoObjects in any target platform: 

 Always be compliant with the standard message format for the communication 
protocol. 

 Only offer support to the simplest protocol version whenever interoperability is 
not compromised. 

 Do not offer support for common middleware services (e.g. Naming and Event 
services), delegate such responsibilities to other nodes in the network. 

 Always use a fully static implementation. 
 Resident objects are always on. There is no way to activate or deactivate objects. 

The simplest way to achieve a coherent behaviour for each picoObject is by means of a 
message matching automata. In this context, the allowed set of messages that a certain object 
understand constitute a BNF grammar defined by the following elements: (1) the message 
format for the middleware communication protocol; (2) the identity of the object (a unique 
identifier which is unique in the network); (3) the interfaces exported by the object. It 
includes the signatures of the provided methods (name, arguments and return); (4) the 
interfaces that must be inherited from the communication engine and implemented (i.e. 
Ice::Object is case of ICE); (5) the data serialization rules; and (6) the constraints for the target 
platform. 
Using this information, we are able to automatically generate a fully functional parser 
whose mission is to identify a whole request message. The corresponding user procedure is 
automatically invoked and a reply message is generated when a matching happens. If the 
parser fails to identify a valid method request, then the message is discarded. 
Input and output messages are handled on-the-fly using a generated byte-stream processor 
which saves memory since the incoming message has not even need cached by the device. 
The request message is processed as the bytes arrive and the reply message is also generated 
partially from replication of the incoming data. The last part of the reply message (the return 
value) is generated by the user procedure for each method. 
As a proof of the feasibility of our approach, we have developed several prototypes of the 
picoObjects for two existing middlewares: the already mentioned ZeroC ICE and CORBA. 
The collection of target platforms and languages used is varied and ranges from assembler 
for Microchip PICs, Java on a standard embedded PC, Java on an embedded Dallas 
Semiconductors TINI device, C on a standard embedded PC, C for a Zigbee CC2420 
platform, etc.  
Table 2 shows an extensive comparative between our picoObjects with equivalent 
implementations in several commercial platforms. It is important to highlight that our 
picoObject approach results into solutions that are two orders of magnitude (considering the 
OS and libraries even more) smaller than their counterparts using commercial solutions. 
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Middleware Client Server (node) Other Platform 
 nORB - 509000  Libs + OS  PC / Linux 
 UIC 29000  35000  Libs + OS  WinCE / SH3 
 UIC 16000  -  Libs + OS Palm 
 LegORB 6000  -  Libs + OS Palm 
 MQC 14590  22110  JVM + OS TINI 
 UORB 45000  45000  JVM + OS Unknown 
 Maté  -  16044  OS MICA / TinyOS 
 TinyDB - 58000  OS MICA / TinyOS 
 TinyLime - 16000  OS MICA / TinyOS 
 SensorWare -  237000  OS IPAQ / Linux 
 Impala -  ≈ 18000  - Zebranet 
 WSP  -  27278  - Unknown 

picoObjects 
 ICE 2 914  3092  - PIC16F690 / asm 
 CORBA 2 640  2962  - PIC16F690 / asm 
 ICE - ≈ 6000 OS PC / Linux / C 
CORBA - ≈ 5000 OS PC /Linux / Java 
CORBA  - ≈ 4096 JVM + OS TINI /Java 
CORBA - ≈ 5500 OS PC / Linux / C 

Table 2. Minimum server and client sizes on embedded middlewares (the values are 
expressed in bytes). 
 

 
Fig. 1. PicoObject development flow. 
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The development of picoObjects is supported on OOPAmI by a set of tools and languages 
that can be used as facilitators by the application developers and embedded code 
programmers. Figure 1 depicts the whole development flow of picoObjects and the 
dependencies between the different actors in this process. 
First, the distributed application architect must specify the objects present in the system and 
their relations. Such specification does not only refer to the objects that are going to be 
implemented as picoObjects in the device but also to those objects that have any relation 
with them. An interface description language such as IDL or SLICE is used to this end. 
Along with the operations supported by the objects, it is necessary to provide the object 
identifiers and the type of relation existent between the picoObject and other objects. For 
example, a relation cause-effect (i.e. when a picoObject receive a message of type T from X, 
then reply with a message of type M) or temporal relations (i.e. timers, send periodically a 
message of type T which is useful for announcement purposes). The IcePick language has 
been specifically defined for this purpose. 
Then, the lpkc compiler collects all this information and produces a platform independent 
definition of the automata (FSM bytecode) that is able to interpret the middleware messages 
relevant to a picoObject. The automaton, the device restrictions and the implementation of 
the objet behaviour (provided by the firmware developer) are the inputs for a compiler 
written in C which produces the final implementation of the picoObject. 

 
 
3.2 Custom hardware nodes in AmI platform 
As we introduced in the beginning of this section, we have versioned an implementation of 
the system-level middleware entirely in VHDL (Barba et al., 2007). The very first 
consequence of this fact is that the integration of pure hardware actors7 in AmI 
environments is performed in a seamless way. 
In the various demonstrators we have built to prove the transparent communication 
between our hardware nodes and external components, we take as the reference the ZeroC 
ICE object-oriented commercial middleware widely used in the industry. 
The base architecture of a hardware node in OOPAmI is shown in Figure X and comprises: 

 The objects, implemented as hardware units. A single node can group several of 
this HwOs, enabling resource sharing and thus, reducing the cost of the final 
implementation. HwOs can be implemented as static objects or dynamic objects 
using reconfigurable logic. Dynamic objects can be instantiate and evicted into the 
reconfigurable area at run time. All the tasks concerning the management of the 
reconfiguration process are performed by the Reconfiguration of the middleware. 

 The External Object Adapter (EOA). It provides connectivity with external objects 
and/or systems. One side of the EOA depends on the component that acts as the 
bridge with the external network (Remote Network Interface) so it has to be hand 
made. However, on the side interacting with the local on-chip network (if it is 
present), the control logic is fully customizable and generated in an automatic way. 

 The interconnection fabric. When there is more than one HwO embedded in the 
node, the in-chip communication infrastructure allows the connection of the HwOs 

                                                                 
7 The presence of a processor, running the operating system or a software controller routine 
is optional. 
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with the EOA (if not, such connection is done through a point to point link). Also, 
the HwOs may use the bus, Network-on-Chip or any communication architecture 
present inside the chip to interact. 

In other approaches, since a common communication infrastructure is missing, on-chip 
functionality may only be accessed from off-chip components using an ad-hoc interface that 
exists only if it has been predicted by the designer. 
 
The External Object Adapter 
The EOA has mainly two duties, namely:  1) translates the ICE object identifiers and 
operations (strings) into internal local addresses; and 2) adapts the ICEP (ICE protocol) 
message format to the in-chip message format. Figure 2 represents the place that the EOA 
occupies in the hardware node architecture. Next, we detail the role of each functional unit 
using the two possible communication scenarios: 

 Incoming message treatment. The packet analyzer examines the incoming frames 
and throws away those that are not valid ICEP messages. The UDP/TCP 
listening ports and the allowed sources (Internet Protocol addresses) can be 
configured in the EOA. The packet sequencer module internally caches some parts 
of the ICEP message using the in-progress request info memory in order to build a 
later response message. Finally, the packet sequencer injects the message body 
“as is” without pre-processing the data because the total compatibility of the 
coding rules (as we detail below). The target HwO is addresses using the 
information maintained by the external routing table (ERT), the packet analyzer 
uses it to translate the ICE identifiers. 

 
Fig. 2. OOPAmI hardware node architecture. 

 
 Outgoing message treatment. When a in-chip transaction is addressed to an 

object that is not implemented in the hardware node (i.e. “Object2” in figure 2) 
the EOA routes the traffic to the external network. The sequencer fills a frame 
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header template (it depends on the external network packet format) with the 
valid ICE identifiers, external network address, etc. The needed information can 
be retrieve from the ERT (for a request) or the data previously cached (for a 
response). Finally, the frame is sent throw the remote network interface. 

 
Hardware Objects (HwOs) 
A HwO is the logic that implements the functionality of the equivalent software object plus 
the logic of the wrappers (the hardware version of classic proxies and skeletons) that are in 
charge of translating in-chip transactions in local invocations to the HwO. We intentionally 
decoupled communication from behaviour (following the Remote Method Invocation 
semantics) to make HwO modules reusable in future designs. By isolating HwOs from 
communication implementation details we make them immune to unforeseen changes in 
the communication infrastructure. 
Both proxies and skeletons agree in how method invocations translate in a sequence of low 
level actions (write and read primitives8) over the interconnection architecture to activate 
the execution of the operation. Actually, at the logical level a method call results into an 
exchange of message between the initiator and the target (HwOs can be either initiators or 
targets of a method invocation). 
The RMI protocol for hardware implementations defines the format of the message to be 
sent and how to code the arguments of both invocations and results. For example, the 
header fields of a message are combined to form the address of the destination of a 
transaction. 
 

 
Fig. 3. Hardware and software node integration in OOPAmI.  
 

                                                                 
8 They are basic services offered by most of the buses so that we do not limit the platform 
implementation to a concrete technology. 
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But what really provides the inter-component communication semantics with standard ICE 
software clients or server as well as with other hardware nodes is the use of the same data 
type system and coding rules. HwOs support all basic types (bool, short, int, float, etc.) plus 
structures, sequences (vectors) of a fixed size and any combination of them. This makes our 
hardware implementation of the middleware 100% compatible with a well known subset of 
ICE features. The encoding rules defined by ICE are quite simple in order to propagate such 
simplicity to the architecture elements that will manage the marshalling and unmarshalling 
processes (proxies and skeletons). This simplicity allows reaching an efficient component 
design with the minimum overhead. 
Thus, the format of the body messages remains unchanged, no matter the nature of the 
communicating objects, which means that a target HwO is not able to distinguish whether 
the source of the invocation is a SW or another HwO. 
In Figure 3, four interaction scenarios are depicted involving hardware software nodes. It is 
shown how existing on-chip objects can communicate with SW servers (blue line) and server 
objects implemented (black and purple lines) as HwOs. Also, HwOs can be accessible from 
outside (yellow and red lines). 
 
Development flow 
Along with the definition of an ICE compatible hardware platform architecture, we have 
developed a design flow to easily create and integrate HwOs. Figure 4 shows the workflow 
of the proposed HwO generation process. The input to this process is an object interface 
description, written in an interface description language (SLICE in the case of ICE), just like 
the other objects will see the hardware component in the system. This information is used to 
generate: (1) the on-chip communication infrastructure and (2) the final hardware object 
implementation.  

 
Fig. 4. Design flow of HwOs in OOPAmI 
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This HwO implementation can be the result of an integration process, reusing existing 
designs implementing the required functionality. A new, hand coded chip implementation 
is needed when no reuse opportunities are present for the current application.  
Since we have standardized the way the functionality of a HwO is invoked (HAP, the HwO 
Access Protocol9), we are able to automatize the generation of the proxies and the skeletons (a 
critical step in the hardware design flow). The final implementation is highly optimized to 
fit the low-cost requirements while keeping the process automatic to save design time. 

 
4. Middleware Services and advanced features 
 

In this section, we briefly describe those services and advanced features that differentiate 
OOPAmI from other middlewares. The AmI service developer point of view drives the 
middleware design process. We use the desirable characteristics that a global service 
development process should have as the guidelines for middleware design (with 
independence of software engineering methodology applied). 

 
4.1 Information model 
Firstly, the developer needs to know what services from the middleware can use in order to 
retrieve the information is going to be consumed by a new service. In the same way, only in 
the case the new service generates information, the developer has to know how this 
information must be generated (e.g. the format of the data and how the data is exported to 
the rest of services). Also the developer should know the interface to access other services 
and their attributes (including, valid values and format for these attributes).  
Our information model includes the items listed above It is basically a taxonomy of services 
(specialization of generic services) that includes attributes for each service. This taxonomy is 
like our yellow pages of services and permits developers to lookup for service classes and its 
attributes. Each service instance running in an AmI environment belongs to a class 
expressed in the taxonomy and instantiates the attributes of this class.  We consider this 
taxonomy as a mean to establish a common nomenclature for AmI service developers 
(aiming the same goal POSIX interfaces play in operating systems). 
If we want to develop a new service (for example, modelling a new type of camera, light, 
virtual glasses, etc.), we should look up in the taxonomy, find the class that better fits such 
new service and follow the nomenclature throughout the rest of the service development 
process. 
Ontologies are used to express the taxonomy because it is a powerful tool to visually 
organize information and the existent relations between the entities in the information 
model. Along with our ontology we define a core of basic interfaces that are used to model 
any service in the ontology. By aggregation, we are able to generate more complex interfaces 
that offer read and write operations for each attribute. The Interface Definition Language 
(IDL) allows us to express interfaces in a clear language (from the developers point of view) 
avoiding the complexity of other languages (for example WSDL for web services).  
Some services need more advanced interfaces than read/write primitives. In many cases, 
they follow standards adopted by the industry as in the case of AVStreams from Object 
                                                                 
9 This also includes the physical interface of the hardware module (Jesús B. et al. IPSOC 
2006). 
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Management Group (OMG, 2000a) for multimedia stream configuration, Mobile Location 
Protocol (Open Mobile Alliance, 2001) for spatial coordinate information and property 
services (OMG,2000b) for attribute management (used when low cost devices has to 
delegate its management to more powerful devices). 
A set of basic events is also specified in the information model. With the classification of the 
events that can be generated in an AmI environment, the service developers have a common 
reference that can be use to orchestrate common behaviours. Of course, not all services will 
consume or generate all events. The purpose of this definition is to let the designer know a 
list of common events that a service could receive or generate. 
The next step is to know how a service can be accessed from other services. Since we use an 
object model, each service has a reference which is actually a pointer to the object that 
implements such service. This mechanism does not differ from traditional object oriented 
languages but the need to get the service reference before use it.  

 
4.2 Abstract Service Discovery Protocol  (ASDF) 
To allow developers to find any reference to any service in the AmI environment (note that 
the services are deployed in a highly distributed environment) we have defined an interface 
for service announcement and discovery. This ASDF interface is the result of thorough 
study of the service discovery protocols (SDP) most widely used in the industry and looks 
as follows: 
 
module ASD { 

dictionary<string , Object> PropDict; 
interface iListener { 

void adv(Object_ prx , iProperties : : R_ prop) ; 
void bye(Ice : : Identity oid) ; 

} ; 
interface iSearch { 

void lookup(Object_ cb , PropDict query) ; 
} ; 

} ; 
 
As the reader can see the interface is clear and simple to understand (the same interface in 
WSDL would take almost one page in XML with multiple references).  
There are two interfaces that conforms the ASDF definition: iListener for announcements  
and iSearch to lookup new devices supporting specific services. It is not mandatory for a 
device to implement the two interfaces (for example a basic sensor probably only sends 
announces to the environment and it does not need to lookup for nothing).  
Those services which send an advertisement about its presence (invoking the adv operation) 
attach to this invocation their references (prx) and a reference to the service that manages its 
properties. In the case of services conceived to run in powerful devices, the interface 
iProperties can be instantiated. The properties interface defines the capability of a device to 
manage its own attributes. If this interface is not present (i.e. in the case of less powerful 
devices) such responsibility is delegated to other object in the system so a reference to it 
must be provided (the process is transparent to the clients).  The later scenario is very 
common since it is highly flexible.  
When a service invokes an adv operation, it propagates an event to a well known event 
channel (labelled as “ASDA”) where other services in the AmI environment have previously 
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subscribed. The management of this event channel is provided by the middleware and can 
be configured with replication (for fault tolerance), with QoS parameters and federated 
associations for scalability purposes. 
In the case of a lookup operation, the service interested in finding other services creates a 
temporal event channel. Then, the services that fit the properties included in the query 
parameter send an advertisement. We offer the option of a repository of services that 
receives all adv announcements and answers to lookup operations. 
With ASDF, the developer does not need to configure any fixed reference to other services and 
only needs to lookup for the desired services. Sending advertisements to well event channels is 
the mechanism implemented to offer the functionality of a service to the rest of environment. 

 
4.3 AmI simulator  
Testing non trivial AmI services can be difficult due to the heterogeneity of possible AmI 
environments and situations that can take place in this environment. One of our actual 
ongoing works is the creation of an integrated simulation environment including: 

 A set of dummy services that implement real interfaces. 
 An AmI Specification Language (AmISL) to model: 

o The physical environment with the device placement. 
o Human entities and their behaviour inside the virtual environment 

(movements, actions and interactions activities). 
o The state of the environment (temperature, light, state of doors, etc.) 

 A simulation engine that interprets the actions expressed in AmISL. For example, 
the synthetic data generation simulating sensor activity.  

 A log tool that records the information of the service that is being tested, focusing 
on its interaction with the dummies services. 

 

 
Fig. 5. AmI simulation engine data flow 
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In figure 5 we can see the information flow involved in the simulation process. 
Once the service has been simulated and tested, the developer needs to deal with problems 
like how do I deploy/stop/play/actualize my service in the environment or what do I have to do to 
obtain the initial references to the basic middleware services (i.e. event channel service). 

 
4.4 BootStrap service 
The bootstrap service has been developed for easy integration of services and devices. When 
a device is begin deployed in any environment, it is necessary to do some tasks before 
offering the functionality to the rest of services in the AmI environment. With independence 
of the procedure used by the device to get network connectivity, the bootstrap service starts 
automatically a broadcast query looking for an entity called environment manager, this 
environment manager maintains the references to basic services.  Each device runs a service 
manager, a directory of the services that run in this device. 
The environment manager runs in a node labelled as the coordinator. The bootstrap service is 
a distributed algorithm for choosing the coordinator and its replicas. Each candidate replica 
can promote to the coordinator role when the coordinator fails. 
When the bootstrap service of a new device starts to run, the bootstrap service tries to identify 
the coordinator of the environment and gets the reference to the environment manager. 
With this reference the service manager is then set up, the references to the basic middleware 
services are retrieved and the local services start to run.  
As in the ASDF service, the bootstrap service tries to minimize configurations procedures for 
service and device integration using a Place&Play philosophy, similar to the successfully 
Plug&Play followed by the hardware industry. 

 
4.5 Transparent dynamic reconfiguration 
The reconfiguration service in our middleware has the capability of instantiating new 
hardware services in a transparent manner (Rincón et al., 2009). 
A reconfiguration procedure implies the modification of the physical interface of the 
module to be reconfigured, so we need isolate the reconfigured area. Following the 
distributed object oriented paradigm, the hardware version of proxies and skeletons enable 
us to have a fixed interface (the one with the bus or network interface) so we can instantiate 
into any reconfigurable area.  
Other problem related with reconfiguration is state persistence. Due that we know the 
variables that have all information related with the state of the object and its size (at design 
time) we know the information that we have to save and restore.   
We extend the hardware adapters that translates bus read and write operations into object 
invocations with the following operations: stop, start, getState, setState and initState which are 
used for start, stop, get and set the state and reset a hardware object respectively. 
Inside of a hardware node with reconfiguration capability (for example, an FPGA) we define 
a set of entities and services for a transparent reconfiguration procedure: 

 Memory Allocation Service: this service is a centralized memory management entity 
for the whole system that presents a well known interface, completely independent 
from a concrete implementation technology or memory hierarchy. 

 Object Location Service: the location service contains a table of references where 
hardware object identities are linked with valid endpoints.  
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 Object Factory:  the factory service physically instantiates an object into a 
reconfigurable area. We can create objects of any type at run time providing its 
class type and a reference to the memory location of the partial bitstream (the 
binary image of the code). 

 Reconfiguration controller: this entity has the responsibility of run-time creation and 
destruction, including object state persistence management. This service is built 
upon the three basic ones described before (memory allocation, location and 
factory). 

Each of these services are objects themselves. This means that they can be implemented as 
HwOs or software entities. Even due to the external communication capabilities of a 
hardware node the reconfiguration process can be initiated and monitored from outside the 
chip. A possible organization will leave the reconfiguration controller and location service 
outside the hardware node whereas the factory and memory allocator services are attached 
to the hardware implementation for the best performance. 
The reconfiguration process can take place explicitly or implicitly. The former is the case of 
an implementation of a migration service (or a application) that schedules the instantiation 
of HwOs and their movement across different hardware nodes. The later happens when a 
method of a dynamic HwO is invoked and it is not loaded in any reconfigurable area. In this 
case, the reconfiguration controller takes the control and instantiate the HwO without the 
intervention of the application that generated the invocation. 

 
4.6 Location service 
There are several position systems based in different technologies (Wifi and Bluetooth cells, 
RFID technology, etc.) for indoor scenarios. These systems can be combined to potentially 
improve the accuracy of positions of people present in the environment. Our location 
service combines all these systems (and the outdoor facto standard, the Global Position 
System) with the Mobile Location Protocol (Open Mobile Alliance, 2001) in order to provide a 
service for people location and identification. We define a set of interfaces to add new 
positioning systems and a set of rules to combine the information coming from such 
systems. 
For example, the Bluetooth interface present in mobile phones can give us a clue about the 
area where the owner of the mobile phone is present. We can also combine the Bluetooth 
information with movement sensors, spread in the environment, in order to improve the 
accuracy of our location service. The defined interfaces enable us to use events from the 
environment as triggers to notify variations in the scene. For example when a door is 
opened or closed, a desktop session in a computer begins, the turning on or turning off of 
devices, detection of faces, etc. 
In the location service design, we emphasize the modularity of the system in such a way 
that we use plug-ins to provided new functionality and “inference” rules about location 
coordinates.  
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4.7 Service Composition 
Providing service composition in an autonomous manner is not trivial, and it is not achieved 
yet without involving users, at some level. The approach integrated in OOPAmI proposes a 
multidisciplinary approach, in the shape of a layered architecture. Founded on the 
aforementioned middleware platform, a multi-agent system is deployed on top of it. These 
intelligent agents retrieve information from the context, in order to provide the reasoning 
engine with the context information required to provide an adequate response to the current 
situation. This response will be provided in terms of the basic services, that when combined 
in a plan, will outcome the composite service.  
The combination of these different technologies is successfully achieved by counting on a 
unique semantic model, implemented by the middleware framework, the multi-agent 
system and the reasoning engine. This semantic model, or ontology for a service-oriented 
architecture, basically considers the following entities: device, service, action, object, and 
property. Devices provide services, and are described in terms of properties, such as their 
location, or provided features. Services are described in terms of actions performed over 
objects, and also hold properties. 
An OWL description of this semantic model is translated into ICE interfaces, so that all 
services provide a common access method.  The same OWL description is used by the multi-
agent system, not only for message exchange, but for interacting with the middleware 
services. Finally, the reasoning engine resorts to the same semantic model to describe the 
domain knowledge for the deployed context. Therefore, the results of the inference and 
search processes can be carried out by the multi-agent system. 

 
5. Conclusions 
 

In this chapter we have shown our middleware guidelines for a holistic approach to AmI 
environment development. The object oriented paradigm drives the development of the 
middleware services making it easier their utilization and modelling. Besides, the 
integration of heterogeneous devices is performed in a seamless way. 
The completeness of our approach includes service development support, service discovery 
facilities, a tool-chain for the most complicate tasks in the case of HwOs and embedded 
software generation, a simulation framework and more. 
Current work is focused on the extension of the pool of services that can be offered to the 
industry and service developer’s community in order to increase the capabilities of the 
middleware. 
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1. Abstract 

Indoor localization technologies hold promise for many ambient intelligence applications, 
including in-situ navigational assistance for individuals with wayfinding difficulties. Given 
that the literature on indoor localization is vast and spans many different disciplines, we 
conducted a comprehensive review of the dominant technologies. We propose a taxonomy 
of localization technologies on the basis of the measured physical quantity. In particular, we 
identified, radio frequency, photonic, sonic and inertial localization technologies as leading 
solutions in the field. For each selected technology, the fundamental scientific mechanisms 
for localization are explained, key recent literature appraised and the merits and limitations 
are discussed. Recommendations are made regarding the creation of context-aware systems 
that can be used to enhance a user's topographical orientation skills. 

 
2. Acronyms 

AoA angle of arrival 
BLUPS Bluetooth and Ultrasound Positioning System  
DS/CDM Direct Sequence Code Division Multiplexing  
DToA difference of time of arrival  
GPS Global Positioning System  
HMD Head Mounted Display 
IR Infrared 
IrDA Infrared Data Association 
LOS Line-of-sight 
NLOS Non-Line-of-sight 
PDA Personal Digital Assistant 
RDS root-mean-square delay spread 
RF Radio Frequency 
RFID Radio-frequency Identification 
RSS Received Signal Strength 

3
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ToA time of arrival 
ToF time of flight 
TD Topographical Disorientation 
TV television 
UWB Ultra-Wideband 
WLAN Wireless Local Area Network 

 
3. Introduction 

Topographical Disorientation (TD) refers to a family of deficits in environmental orientation 
and navigation. Aguirre and D'Esposito [3] provide a well-accepted taxonomy of TD, 
arguing that difficulties in wayfinding may arise as a result of the combination of different 
cognitive impairments. For example, it is well recognized that TD and spatial navigation 
deficits are common sequelae of brain injury [87, 74]. Individuals living with post-traumatic 
effects of brain injury are oftentimes faced with symptoms such as weak visual scanning 
skills, or deficits in complex attention, prospective memory or sequential processing [47]. 
These symptoms cause problems of interaction with and perception of the surrounding 
environment even several years post-injury [16, 72]. It has also been argued that deficits in 
topographical orientation can lead to spatial anxiety or wandering behaviours [11, 77, 87]. 
It has been suggested that wearable navigation technologies such as Global Positioning 
System (GPS) can be a useful wayfinding tool for individuals with cognitive impairments 
[7]. However, GPS signals have limited coverage indoors (e.g., [36, 40, 30, 61, 99, 38]). Given 
that patients spend significant periods of time indoors - be it in acute and tertiary care 
hospitals or, subsequent to rehabilitation, at home, schools, office buildings, shopping malls, 
long-term care facilities - identification of potential technologies for indoor navigational 
assistance is imperative. An initial survey of the literature has suggested that a diverse 
collection of candidate indoor localization technologies exists across many different 
disciplines. This diversity makes it difficult to grasp the potential of an existing technology 
for the rehabilitation of individuals with topographical disorientation. 
Localization technologies are critical to emerging location-aware guidance systems and 
support services for individuals who have wayfinding difficulties due for example to low 
vision [69], stroke [86] and traumatic brain injury [6]. In particular, regarding indoor 
navigation systems for individuals with topographical disorientation, localization has often 
been human-mediated rather than automatic. For instance, Liu et al. evaluated the benefits 
of navigational tools in real indoor environments [46]. However, the location tracking and 
tool display decisions in their experiments were not automatic, but controlled by the 
experimenters. In similar vein, Sohlberg et al. [75] found that individuals with wayfinding 
difficulties secondary to brain injury responded well to speech-based auditory directions 
from a wrist-worn PDA navigation system. However, like Liu et al., the PDA's navigational 
instructions were transmitted by a human operator at a mobile computer. Undoubtedly, 
there is immense opportunity to explore the potential of automatic patient indoor 
localization technologies in the emerging fields of cognitive prosthetics and situated 
assistive technologies. As a consequence, the overarching goal of this review is to 
systematically organize the literature on indoor human tracking technologies, and to 
ascertain their feasibility for eventual use in the realm of TD rehabilitation. 
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4. Literature selection 

We combed the literature for candidate localization technologies that could serve to create 
an assistive device for individuals with TD in indoor environments. In particular, 
peer-reviewed journal articles published in English between 2003 and 2009, inclusive, were 
sought from three different academic databases, namely: Compendex, Inspec and Geobase, 
using the keywords, "indoor location", "indoor localization", "indoor tracking" and "indoor 
positioning". After removing duplicate records, we arrived at 214 articles. To identify 
potential technologies applicable to the creation of a navigational assistance device that for 
individuals with topographical disorientation that offered accurate information in real time, 
the returned articles were subsequently screened according to the following inclusion 
criteria: 

1. The article must focus on the development and experimental testing of a localization 
or navigation system: i.e., articles focusing on mathematical processing of 
localization data, or localization experiments in simulated environments were 
discarded. 

2. The reported technology must: 
(a) be usable indoors, within a building or a larger space, i.e., technologies used to 

track a capsule inside the human body, or a device within a single room were 
excluded; 

(b) offer a localization accuracy of a mobile target within a 10 meter radius with a 
delay of 5 seconds or less; 

(c) be applicable to humans, i.e., systems designed for vehicles, large objects, or 
objects that relied on a fixed pose or odometry measurements of a robot were 
excluded; and 

(d) track and identify multiple humans concurrently. 
Fifty three articles met such initial criteria. Such articles were subsequently scanned for 
alternate localization technologies that were referenced three or more times and that were 
not selected in the initial search. Eleven additional articles were included in this manner, 
totaling sixty four articles for consideration in the present review. 

 
4.1 Taxonomy of localization technologies 
The location of an object in space is determined by measuring a physical quantity that 
changes proportionally with the position of the object of interest. The present review is 
structured in terms of the measured physical quantity. The selected articles were divided 
into six main categories based on the physical quantity measured, namely, (1) radio 
frequency waves, (2) photonic energy, (3) sonic waves, (4) mechanical energy (inertial or 
contact), (5) magnetic fields, and (6) atmospheric pressure. Each physical quantity grouping 
can be further subdivided according to the underlying hardware technology. Figure 1 
summarizes this two-tiered taxonomy. Note that the latter two phenomena (magnetic and 
atmospheric) have been collapsed into one category, named, "Other" due to low article 
counts in these areas. 
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Fig. 1. Taxonomy of indoor localization technologies by measured physical quantity and 
hardware technology 
 
Where appropriate, articles are further differentiated by principal localization technique. For 
this third level of classification, the following localization technique definitions are 
provided, expanding on those proposed by Hightower and Borriello [29]: 
 
Triangulation is a family of methods that include lateration, angulation and variations 

thereof. Lateration refers to the calculation of the position of the human subject based 
on his relative distance to several previously-known fixed points in space. Such 
distances are commonly obtained indirectly by measuring parameters that are 
proportional to distance. Time of flight and power attenuation of a radio signal are 
common indirect distance metrics [20]. Angulation refers to the calculation of the 
position of the subject using the angles of arrival of signals emitted from fixed points 
in space. [88, 80]. 

 
Proximity refers to a class of methods which establish the presence of the human subject in 

the vicinity of a sensor, which alone has limited sensing range and analysis 
capabilities. The proximity of the subject can be detected through physical contact, 
presentation of a device such as a magnetic band to an appropriate reader or through 
the monitoring of a physical quantity in the vicinity of the sensor, for instance, a 
magnetic field. 

 
Scene analysis involves the monitoring of a wide area around the subject of interest from a 

specific vantage point. The commonly deployed sensors have broad coverage area 
and range. Examples include ceiling-mounted video cameras or passive infrared 
(PIR) sensors. 
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Dead reckoning refers to the usage of sensors that provide location updates, calculated 
using information about a previously-estimated location. Position estimation is 
commonly based on accelerometry and gyroscopy. 

 
The ensuing review of literature will adhere closely to the taxonomy depicted in Figure 1. 
For each physical phenomenon, we will briefly present the general principles of localization, 
review articles in the relevant subcategories and comment on their relative merits and 
limitations. We will conclude the article with recommendations of indoor localization 
technologies suitable for addressing the development of assistive devices for individuals 
with TD. 

 
5. Radio Frequency 

An electromagnetic wave is the energy generated by an an oscillating, electrically charged 
particle in space. The generation of electromagnetic waves is known as a radio frequency 
emission. 
Solutions in this category estimate the location of a mobile target in the environment by 
measuring one or more properties of an electromagnetic wave radiated by a transmitter and 
received by a mobile station. These properties typically depend on the distance traveled by 
the signal and the characteristics of the surrounding environment. 
As depicted in Figure 2, most of the articles in this survey describe a Radio Frequency (RF) 
localization system. These articles can be further subcategorized according to the underlying 
hardware technology as listed below. 
 

1. Personal and local area networks, including technologies such as IEEE 802.11, 
Ultra-Wideband (UWB), ZigBee, or Bluetooth, either as the sole localization 
technology [12, 92, 17, 43, 20, 64, 66, 42, 41, 53, 79, 28, 22, 96, 18, 67, 4, 95, 88, 23, 83, 9, 
57] or as a contributing technology within a hybrid solution [98, 13, 100, 49, 60, 2]. 
 

2. Broadcast and wide area networks, including networks designed for localization 
purposes, such as the GPS and the Global Navigation Satellite System (GNSS) [67], 
and broadcast networks not originally intended for localization purposes, such as 
cellular phone networks [73, 25] and television broadcast signals [62, 63]. 
 

3. Radio-frequency Identification (RFID) tags [45, 35, 81] 
 
4. Radar [65, 71] 
 

Each flavour of RF localization is reviewed below. 

 
5.1 Personal and local area network-based solutions  
 

5.1.1 Fingerprinting-based localization solutions 
Most articles included in this section propose the localization of mobile targets using a two 
stage process [98, 17, 64, 66, 42, 53, 9, 57, 92, 43, 79, 22, 96, 18, 67, 4, 95, 83]. The first stage 
consists of an off-line radio scene analysis (i.e., performed prior to localization) in which a 
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mobile station extracts radio fingerprints, i.e., features from one or more metrics of the radio 
signal measured at predefined points in the environment. These radio fingerprints are 
proportional to the distance between the mobile receiver and the emitting station. Common 

 

 
Fig. 2. Distribution of articles by physical quantity measured 
 
metrics include the direction or angle of arrival (AoA), Received Signal Strength (RSS), or 
time of flight (ToF) of the incoming radio signal [52]. A radio map or database of 
fingerprints is created, storing signal feature values at each location along with the 
corresponding spatial coordinates. Some authors propose automated or assisted radio map 
creation techniques, exploiting the characteristics of the environment, such as the spatial 
configuration and the material composition of the environment [79, 34, 98]. 
The on-line stage comprises the active localization process where the mobile receiver 
extracts a fingerprint of the radio signal at an unknown location. Localization is commonly 
achieved by proximity techniques, i.e., finding the closest match between the features of the 
received radio signal and those stored in the radio map [98, 17, 64, 66, 42, 22, 18, 67, 4, 57, 
92]. More accurate localization can be achieved using a triangulation-like process, in which 
several candidate locations (each with a fingerprint bearing some resemblance to that of the 
received signal) are geometrically combined to provide an estimate of the receiver location 
in space [43, 53, 79, 67, 95, 83, 9]. Algorithms deployed in the selection of the closest match 
or matches from the radio map include: 1) nearest neighbours techniques and variations 
thereof [17, 95, 9]; 2) Bayesian statistical matching [98, 92, 43, 64, 66, 67, 83, 57]; 3) maximum 
likelihood estimation [79, 22]; 4) correlation discriminant kernel selection [42, 53]; and neural 
networks [18, 4]. 
Some fingerprinting techniques also provide coarse estimates of orientation, for example, 4 
different orientations [92, 9]. The radio map is created with a user transporting the mobile 
device. At a given location, a fingerprint is recorded at each possible orientation. Since the 
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human body affects the propagation of radio signals, the fingerprint generated for each 
orientation will be different [92, 9]. 
Fingerprinting localization accuracy is commonly down to a few meters (i.e. within 3 metres 
90% of the time [42] and within 3 metres 91.6% of the time [53]). The lowest number of base 
stations used to create the feature space of a fingerprint was one [98]. In other words, 
fingerprinting seems to provide reasonable localization accuracies without excessive 
hardware requirements. The most pressing challenge however is the non-stationarity of the 
radio map. This is reflected as differences in the measured signals during the on-line and 
off-line phases at the same exact location. The time-variant nature of the radio map can be 
attributed to radio signal propagation effects induced by dynamic aspects of the 
environment such as the presence or absence of people, elevators, moving doors and other 
environmental changes [45, 42, 9]. 
As a particular case, in [67], the authors proposed an indoor and outdoor hybrid localization 
system, combining GPS and WLAN localization technologies. The authors proposed 
handing off the localization responsibility between GPS and WLAN depending on their 
availability. Fingerprinting was done through a GPS-on-line stage, collecting positional 
information of the access points within a nearby building and geo-referencing these 
measurements with the information obtained through GPS. After this fingerprinting 
process, indoor WLAN positioning was achieved by estimating a point located among a set 
of the most probable locations. These locations were predefined by the user - i.e. copy room, 
cafeteria. The histogram of the RSS measurements was used to determine the location that 
best matched the histogram received. If the histogram did not closely match any known 
locations, a centroid algorithm estimated the location of the user from the locations of 
previously geo-referenced access points and probable nearby locations. The place detection 
algorithm, which relied on an almost perfect fingerprint match, yielded room level 
localization accuracy, while the WLAN localization algorithm, using the centroid of several 
probable locations, yielded an accuracy of approximately 30 metres. 

 
5.1.2 Non-fingerprinting-based solutions 
RF-based localization can also be achieved without a priori analysis of the radio properties of 
the environment (i.e., without development of a radio map). Four of these articles, all of 
them based on UWB radio signals, rely on signal triangulation as the sole localization 
technique [28, 88, 23, 41], while in [20] localization is achieved by proximity and scene 
analysis. 
Indoor localization based on triangulation of radio waves is a non-trivial problem because 
the transmitted signal can suffer obstructions and reflections. As a consequence, 
Non-Line-of-sight (NLOS) conditions emerge. In the presence of NLOS conditions, the radio 
signal can travel to the receiver through a non-direct path, giving rise to erroneous distance 
estimates. 
To overcome these problems, the use of UWB radio signals has become the most novel 
solution in radio frequency-based solutions. The properties of ultra-wide band, short 
duration pulses mitigate the propagation problems associated with multi-path radio 
propagation. The most representative example is the system proposed by Venkatesh and 
Buehrer. They introduced a triangulation localization system based on impulse UWB radio 
signals [88]. They suggested that the statistical parameters describing the distribution of the 
received root-mean-square delay spread (RDS) serve as the best discriminant estimator 
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between Line-of-sight (LOS) and NLOS signal propagation. This means that the statistical 
parameters defining the RDS of the received signal can be compared against a predefined 
rule set to determine if the signal was received via a direct or indirect path. Subsequently 
Venkatesh and Buehrer tracked a mobile station though 71 predefined locations within a 
building, achieving localization accuracies ranging from 1 centimetre to 2 metres. As 
another example of RF triangulation-based schemes, Krejcar and Cernohorsky presented a 
localization system [41] that relied on the triangulation of RSS metrics. Room-granularity 
accuracies were reported but further details of the triangulation or localization schemes 
were not revealed. 
Finally, a system based on a combination of scene analysis and proximity techniques using a 
Bluetooth ad-hoc network was presented in [20]. Bluetooth inquiry signals were used for 
localization. In inquiry mode, a bluetooth device inquires about neighbouring bluetooth 
stations. This inquiry process consists of scanning for devices in the vicinity, using a 
sequence of different power levels. Low power levels will detect devices in close proximity 
while high power levels will include devices that are located farther away, providing coarse 
distance estimates in this fashion. This approach requires a fixed or "anchor" node which 
establishes the position of nearby mobile nodes. Subsequently, the localized nodes can 
establish the position of other undetected mobiles nodes in their vicinity, creating an ad-hoc 
localization network. The reported localization error was 1.88 meters. 

 
5.2 Broadcast and wide area network solutions 

5.2.1 Solutions based on television signals and cellular networks 
The solutions in this section are based on RF infrastructure transmitters that cover a wide 
area, and while not originally designed for localization, can be adapted to provide indoor 
localization services. In particular, two such technologies were identified: television (TV) 
broadcast signals [62, 63] and cellular phone networks [73]. 
Rabinowitz and Spilker [62, 63] proposed the use of synchronization signals already present 
in the Advanced Television Signal Committee (ATSC) standard for compliant digital TV 
signals. As the signal properties and geometrical arrangement of the TV broadcast network 
have been designed to penetrate indoors, they offer significantly greater indoor coverage 
than GPS-based solutions. Implementation of a localization solution would require no 
modification of the existing broadcast signal. To overcome the inherent lack of synchrony 
between stations due to clock imperfections, Rabinowitz and Spilker deployed a fixed 
reference station that transmitted an offset correction signal. A mobile station then 
calculated the ToF of the signal, and subsequently the distance to each TV broadcast station. 
As the positions of the broadcast stations were fixed and known, the position of a mobile 
receiver could be estimated. At least three visible transmitting stations were required for 
triangulation purposes. Rabinowitz and Spilker presented experiments in indoor 
environments in which they obtained a mean localization error ranging from 10 to 23 meters 
depending on the environment. 
Hu et al. developed a method for the localization of mobile phones inside a cell [73] using 
fingerprinting techniques. Invoking a method for the automated creation of a radio 
fingerprint of the cellular signal, Hu et al. argued that granular localization can be achieved 
in indoor environments by statistically matching the fingerprint of the received signal with a 
record in the radio map. The authors emphasized that the localization accuracy in this case 
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is highly dependent on the size of the cell and the characteristics of the environment. This 
localization solution can be considered a combination of scene analysis (the off-line phase) 
and proximity techniques. Unfortunately, the improvement achieved in localization 
accuracy over conventional cell-ID localization was not reported. 

 
5.3 Solutions based on RFID tags 
An RFID system is commonly composed of one or more reading devices that can wirelessly 
obtain the ID of tags present in the environment. The reader transmits a RF signal. The tags 
present in the environment reflect the signal, modulating it by adding a unique 
identification code [45, 59]. The tags can be active, i.e., powered by a battery, or passive, 
drawing energy from the incoming radio signal. The detection range of passive tags is 
therefore more limited. 
Lionel et al. [45] proposed a localization system named LANDMARC, using active tags. 
Reference tags were located in known, fixed positions in the environment. The reader was 
also situated in a fixed position. To locate a mobile tag, the reader scanned through 8 
different power levels for tags in the vicinity. When a mobile tag was detected, the receiver 
compared the power returned by the reference tags and the mobile tag, determining the 
closest reference tags using a nearest neighbour algorithm. The position of the mobile tag 
was determined by triangulating the position of the nearest reference tags. The authors 
reported a localization accuracy of 2 meters, 75% of the time. The maximum localization 
delay was of 7.5 seconds. 
Jia et al. [35] proposed a hybrid radio and vision based system which used RFID tags and a 
stereo camera for robot navigation purposes. To estimate the location of the mobile unit, 
RFID tags were used to mark walls and obstacles within the environment. The RFID 
detector comprised of a directional antenna, which yielded the general direction of the RFID 
tags detected. When a tag was in proximity of the robot, it obtained images from the stereo 
camera to estimate the distance to the obstacle marked by the RFID tag. Subsequently, the 
ID of the tag was compared against entries in a tag location database to determine if it 
belonged to a fixed landmark (i.e. RFID tag fixed to the wall) or an obstacle prone to change 
its position in the environment (i.e. a chair or a human). If the tag belonged to a fixed object 
or location, the information from the camera, combined with the directional orientation 
obtained from the RFID tag, were used to estimate the distance and orientation of the robot 
with respect to the tag. The localization accuracy was of 8.5 centimetres. Although this 
localization system was designed for a robot, the constraints on the robot's movement and 
posture were minimal. Therefore, this system might be adapted to human localization, at the 
risk of accuracy reduction. 
Finally, in [81], Tesoreiro et al. introduced a localization system based on proximity to RFID 
tags. In this system a museum visitor used a personal digital assistant (PDA), which served 
as an automated museum guide. To estimate the position of the user, the PDA obtained the 
ID of RFID tags in the vicinity. Each tag was associated with an exhibit in the museum. The 
ID of the detected tag was subsequently transmitted to a server, which returned information 
about the exhibit in proximity to the user. This information was displayed in the PDA 
screen. The localization accuracy of this system was not reported. However, the accuracy 
was related to the density of tags in the environment. 
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5.4 Solutions based on a radio frequency radar  
Roehr et al. [71] presented an extension to the conventional frequency-modulated 
continuous-wave radar. The particular characteristic of this system was that it used two-way 
radio communication. Both fixed and mobile units were capable of transmitting and 
receiving a frequency modulated signal with a 5.8 GHz carrier. The fixed and mobile clocks 
were synchronized before distance and velocity estimations could be calculated. Once the 
units were synchronized, the fixed unit emitted a signal, which arrived at the mobile station. 
Subsequently, the mobile station sent a reply to the fixed station, which was synchronized 
using the signal just received from the fixed station. The round trip time of the signal was 
used to calculate the distance between the fixed and the mobile stations, while the frequency 
deviation was used to estimate the velocity of the mobile unit. The experimental setup 
included one experiment within an office building, where distances ranging from 5 to 25 
metres were measured with the radar system. These distance measurements were then 
compared against the measurements obtained with a laser range finder. This experiment 
was designed to test line-of-sight conditions only and yielded measurements with a 
deviation of less than 3 centimetres when compared to laser range finder measurements. 
In [65], the authors presented a radar indoor human tracking system, which exploited the 
Doppler effect of moving objects and micro-Doppler signal features that are particular to 
human movements. Various movements of the human body were classified based on the 
Doppler features received by the radar system. Such features were obtained from a joint 
time-frequency analysis, using the short-time Fourier transform and the reassigned joint 
timefrequency transform. The authors also proposed a scheme for tracking several human 
beings concurrently; the Doppler separation effect between moving humans was exploited, 
while target differentiation was realized using an antenna array that formed directed beams. 
Three antennas and two frequencies were required for multiple target tracking. Finally, the 
authors presented experiments to determine the range of the target, using frequency 
diversity, and studied the effects and errors introduced by the attenuation due to walls in 
the environment. The authors concluded that the properties of human movements can be 
exploited for localization purposes and that human localization using radar technologies is 
challenging within an indoor environment. They suggested a few techniques that might 
improve indoor localization, such as the placement of the radar as far away from the walls 
as possible. 

 
5.5 Limitations 
The propagation of RF signals in indoor environments poses a central challenge. Certain 
materials within the indoor environment affect the propagation of radio waves. For example 
materials such as wood or concrete attenuate RF signals, while materials such as metals or 
water cause reflections, scattering and diffraction of radio waves. These effects lead to 
multi-path radio wave propagation, which encumbers accurate calculation of the distance 
between the transmitter and the receiver [88, 91, 73, 42, 99, 79, 71, 52]. Several authors have 
proposed techniques to compensate for these inaccuracies by automatically generating radio 
maps which consider the structure of the building [79, 73, 34]. However, a comprehensive 
model of all the materials in a complex environment such as a health care facility or a 
patient's home is a non-trivial problem. 
The propagation of radio waves are adversely affected by changes to the physical 
environment such as the rearrangement of furniture, structural modifications or movement 
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of personnel within a building. Clinical setting are under constant change; elevators, 
personnel and large metallic structures such as beds and wheelchairs are constantly moving 
through the building. In these environments, the radio properties are highly dynamic, and a 
radio map captured at a certain point in time cannot be used reliably for localization 
without accounting for these dynamic changes [45, 43, 92, 9]. 
Interference and noise are often-mentioned challenges [42, 84]. Although some solutions 
operate within a reserved radio band [62, 73, 63], most of the research is conducted on open 
spectrum bands. This means that these solutions must account for the increased risk of 
interference due to other systems sharing the same frequency bands of the radio spectrum [43]. 
Finally, the usage of radio transmitting devices is often times restricted in critical areas of 
most healthcare facilities, according to recommendations made by the Association for the 
Advancement of Medical Instrumentation (AAMI) [1] and other standards or regulatory 
bodies. These restrictions limit the deployment of localization systems based on 
non-broadcast radio waves to specific, non-patient care areas, e.g, waiting rooms. 
Localization technologies based on RF technologies can be attractive due to the ubiquity of 
certain infrastructural technologies, such as wireless data networks, that may already be 
present in the facilities. Care must be taken, however, in evaluating the impact of the 
physical environment on the RF localization technologies, as the solution may be rendered 
non-operative in certain clinical settings. 

 
6. Photonic energy 

Light refers to the phenomena of electromagnetic radiation at wavelengths within the visible 
range, which extends approximately between 380 and 750 nanometres. Photonic energy 
refers to the energy carried by electromagnetic radiation in this wavelength range, known as 
visible light, or in its lower or upper vicinity, known as ultraviolet and infrared light, 
respectively. A photon is the minimum possible discrete amount of light energy. 
Solutions in this category rely on the photonic energy received from infrared or visible light 
emissions or reflections, to estimate the position of an object in space. 
The articles selected for this section can be distinguished based on the sensor required to 
estimate the location of the tracked object. Some articles proposed the use of cameras to 
locate a mobile subject or device via image processing [58, 5, 94, 24, 21, 93, 97, 89, 39, 70, 31, 
48, 10]. In contrast, some other articles present localization solutions based on non-image 
processing devices [15, 56, 55, 14, 33, 90]. 
Methods based on image analysis are all of the scene analysis persuasion. The classical 
model of computer vision-based location detection consists of 4 main stages [5] 
 

1. Image acquisition, normally through a video camera 
 
2. Segmentation of the image and extraction of relevant features 
 
3. Selection of the closest match or matches of the detected features against the entries 

of a database of features (e.g. edges or fiducials). This process typically involves 
mathematical transformations of the spatial relationships between the features 
detected to account for the variability in scale, rotation or luminance of a given scene. 
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4. Computation of the pose of the camera. This consists of estimating the position and 
orientation of the camera that could have given rise to the observed image, assumed 
to be a distorted and rotated version of a database image. The selection of the closest 
match is achieved as in the previous step. 
 

We can subsequently distinguish between localization systems that rely on image 
processing that exploits natural environmental features and systems that rely on the 
detection of a predefined synthetic pattern (i.e. fiducial) in the environment. 
Consequently, the articles included in this section were organized in three main groups:  
1) image processing and natural feature extraction, 2)image processing and fiducial 
recognition, and 3) non-image processing sensors. This organization is presented in the 
following sections. 

 
6.1 Image analysis, natural feature extraction and recognition 
Natural feature extraction refers to the mathematical processing of an image to extract a set 
of numerical values that uniquely represent that image. Features of an image are commonly 
selected from its colour histogram [21] or from structural edges and their spatial 
relationships [5]. A reduced subset of these features is subsequently defined to uniquely 
identify the image. 

 
6.1.1 Mobile camera systems 
Articles grouped in this section consider solutions where the camera was carried along by 
the subject or device being located. In most cases the localization process involves two 
stages, analogous to the two-stage fingerprinting process described for wireless localization 
solutions. In the off-line stage, images of the environment are captured at predefined 
locations. Each image is processed to extract its unique features. Subsequently, the extracted 
features are stored in a database along with the associated camera position and orientation, 
at which the image was captured. 
In the on-line stage, the camera captures an image, and image features are subsequently 
extracted. These features are compared to the entries in the feature database, either directly 
(to define a crude location of the camera), or through spatial transformations that yield the 
best match between the features in question and those in the database (to obtain more 
accurate location estimates). Such transformations reflect the differences in between on-line 
and offline image capture locations. Once the best matching set of database features is 
identified, the corresponding database entry for camera position and orientation is used to 
estimate the absolute location of the camera. 
Articles adopting a mobile camera system include [5, 94, 24, 21, 93, 70, 31]. It must be noted, 
however, that these articles propose the indoor localization of robots. Nevertheless, the 
algorithms used in such articles are not strictly dependent on properties of the robots and 
can be easily adapted to human localization. Three distinctive examples are presented in 
this section. 
Observing the rectilinearity of human-made indoor environments, Aider, Hoppenot and 
Colle [5] proposed a localization system based on a mobile monocular vision system which 
exploited straight line environmental features. The maximum localization error reported 
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during their experiments was 20 centimetres, and the maximum angle estimation error 
reported was 2.5 degrees. 
Frontoni and Zingaretti [21] used a single colour camera to detect coloured areas of an 
image and their spatial relationships, which were, in turn, used as features. Through a 
rotation invariant feature transformation, they estimated the most probable location of the 
camera from a previously created database of features. The authors reported indoor 
localization errors less than 50 centimetres, 94% of the time. 
In [31] the authors presented a navigation system for a humanoid robot, which can be 
extended to the case of human walking. Location determination was accomplished in two 
stages. In the off-line stage, images were captured while following the route between two 
points. The on-line stage involved autonomous robot navigation between two arbitrary 
points while capturing images. To achieve localization, an algorithm correlated freshly 
captured images with images in the route database. In this way, the unprocessed raw image 
was considered as a large set of features. Correlation analysis yielded the position deviation 
between the learned route and the current position. Temporary occlusions were detected as 
sudden drops in the correlation. The maximum position deviation reported during an 
experimental 17 metre long route, was 0.9 metres. This represents a deviation of 5.3% of the 
walked distance. 

 
6.1.2 Fixed camera systems 
When the camera or cameras of the system are mounted in fixed locations in the 
environment, the structural features of the building cannot serve as discriminant factors for 
localization purposes. Instead, features of the object being tracked must be used. In this way, 
if the salient features of the object or objects appear in the field of view of the camera, the 
location of the object or person can be calculated with respect to the camera's fixed position. 
The position of the object of interest in the environment is estimated based on its position 
within the captured image, and the spatial distribution of its salient features. 
Although several candidate articles discussed solutions for tracking the position of a person 
using cameras fixed in the environment, few considered tracking a person in a building. 
Instead, most of the articles presented a solution in which the tracking process was limited 
to the field of view of a single camera. Therefore, only articles [58, 97, 89, 48, 10] were 
considered as an indoor tracking solution based on our inclusion and exclusion criteria. 
In [58], the authors proposed a system that detected elements of the scene which were not 
part of the static environment. Through segmentation, the colour histograms of the region or 
regions of interest were obtained, along with a vertical colour average to estimate a general 
vertical orientation of the object detected. In this way, the algorithm accounted for the global 
colour scheme of the clothes of a person while standing up. A camera, located at the 
entrance of the test environment, was used to create an initial colour model of each person. 
Fifty subjects were tracked within an office environment using surveillance cameras in this 
fashion. Visual overlaps between cameras allowed constant tracking of subjects. The authors 
reported correct user recall values of 87.21% with an availability of 73.55%. 
A similar approach was presented in [97]. The authors used colour-based features assuming 
vertical differentiation of colour regions of a human figure while standing up. To account 
for movement between cameras with no visual overlapping coverage, the authors proposed 
the creation of a connected graph that represented the areas covered by each camera. The 
edges of the graph denoted physical connections of the areas covered by the field of view of 
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each camera. This connected graph was used in the probabilistic modeling of the movement 
pattern and traffic constraints of the user, to improve recognition and tracking accuracy. 
Pursuing a slightly different approach, [89] proposed a distributed sensor network based on 
image processing. The robustness of the solution relied on overlapping the visual field of 
several cameras, and distributing computational processing for localization purposes among 
the elements of the distributed network. Features were extracted using a principal 
components analysis of features obtained by differencing consecutive segments of the 
image. The field of view overlap of different cameras allowed robustness against occlusions. 
The authors demonstrated the feasibility of human tracking in a crowded setting. The 
localization accuracy, however, was not reported. 
In a similar vein, [48] proposed a system with 4 cameras with partially overlapping coverage 
areas. Colour and non-colour features were used to account for areas of interest in the image 
that yielded colour and illumination information, respectively. These cameras were 
calibrated to estimate the 3D position of the user within the 2D image using a projective 
algorithm. Using an evidential filter, particles represented the probability of a user being in 
a certain location. Experiments were conducted with multiple users navigating a room 
concurrently, without deliberately avoiding occlusions. Three hundred particles were used 
to represent each user. In some cases the users wore similar clothes. Some of these users 
walked out of the field of view of some of the cameras intermittently. The reported 
localization accuracy of a single user using the 4 cameras was 0.15 m, while using a 
minimum of 30 particles for the evidential filter. 
Finally, the Easyliving project [10] proposed the usage of image-based localization systems 
to provide context awareness within intelligent environments. The project was based on 
ceiling-mounted stereo vision cameras capable of estimating the anatomical posture of 
humans or the orientation of objects in the environment. The identification of the subject 
being tracked was based on colour and structural features. The localization accuracy was 
not reported. 
 
6.2. Image analysis, fiducial markers 
Fiducial image detection differs from natural feature detection in that the image processing 
algorithms are designed to detect predefined, synthetically created, patterns in the 
environment. These patterns are called fiducial markers [51, 19]. 
In principle, localization algorithms based on fiducial recognition are very similar to 
localization based on natural feature recognition. However, as the properties of the image to 
be detected are constrained, there is no need for an a priori stage to extract the features of the 
fiducial. A database is still required to determine the location of the camera relative to a 
reference frame, fixed with respect to the environment. In this case, however, the database 
can be created automatically by storing a numeric ID associated with the fiducial along with 
its coordinates in the environment [94]. The ID of the fiducial can be encoded within the 
fiducial image, analogous to how the image of a bar code represents a numeric ID. Some 
reported advantages of fiducial recognition over natural feature recognition are reduction of 
computational requirements, improved detection accuracy and resilience to noise artifacts 
[51]. 
In [94], the authors proposed a position detection system for robot navigation in indoor 
environments. They conducted a simple experiment using a fiducial marker as reference. 
They presented an image analysis technique based on homography to obtain the relative 
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position of the camera with respect to the fiducial marker. Although developed for a robot, 
the localization technique is not constrained to intrinsic properties of the robot, and can be 
applied to human localization. 
Kim and Jun [39] introduced a wearable indoor localization system composed of a portable 
computer, a head mounted display (HMD) and a camera. Localization was achieved 
through image processing, combining fiducial markers and natural visual feature extraction. 
Localization with fiducials was achieved through an open source library called ARToolkit 
[37]. The localization algorithm detected a synthetic visual pattern in the image captured by 
the camera. Using affine transformations, the authors estimated the distortion and scaling of 
the fiducial due to angle of view and capture distance. With this information, the exact 
position (i.e. distance and orientation) of the camera with respect to the marker could be 
determined. The authors modified ARToolkit, adding an adaptive illumination thresholding 
algorithm and an algorithm for natural scene feature recognition, which determined the 
location of the person when there were no fiducial markers in view. Natural feature 
recognition was achieved by analyzing the color and hue histograms for a sequence of 
frames. The authors defined a "location" as a sequence 64 consecutive frames. Hence, each 
location was defined by a high dimensional space, namely a sequence of 64 colour and 64 
hue histograms. A Linear Discriminant Analysis (LDA) was applied to reduce the 
dimensionality of the features which defined each location. The first five LDA coefficients of 
each frame were used as descriptive features of that frame. The sequence of features in 
consecutive frames defined a location. An off-line navigation phase facilitated the creation 
of a database of natural features of the building. To estimate the location of the user, the 
vector of features obtained from the last 64 frames, defining the current location, were 
compared against the features in each entry of the database. The difference between a 
feature vector captured by the camera in the on-line stage against feature vectors stored in 
the database were quantified by the Euclidean distance. If the Euclidean distance was lower 
than an unspecified threshold, the location of the person was defined as the matching 
database coordinates. In this fashion, the system yielded the general location of the user in a 
continuous fashion. The exact location of the user was determined using fiducial markers in 
the field of view of the camera. The location information obtained by both visual systems 
was presented in a virtual map, along with instructions to complete a predefined path 
through the HMD. The localization accuracy of the system was not reported. 

 
6.3 Other photonic sensors 
Articles included in this section make use of non-image capturing Infrared (IR) sensors [15, 
56, 55, 14, 33, 90]. 
In [15], the authors presented an IR proximity-based localization system, which provided 
museum visitors with useful information about exhibits in each hall. For this purpose, IR 
emitters were installed in the ceiling of the door frames of every room. Each emitter 
transmitted a unique ID using the Infrared Data Association (IrDA) protocol. The visitor 
carried a Personal Digital Assistant (PDA) with an infrared port. The PDA contained a 
database of visual and textual information of the exhibits, as well as maps of the museum. 
Upon reception of a new ID, the PDA automatically presented the map of the corresponding 
hall. While in the hall, a graphical user interface in the PDA helped the visitor to obtain 
information about a particular exhibit. The authors noted some problems while deploying 
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this localization system, in particular, noise and reflections of IR signals. The user 
localization granularity of this system was down to the scale of a room. 
A combination of scene-analysis and triangulation is presented in [56]. In this solution, a 
unique ID was modulated by the IR emitter. The carrier frequency used for modulation was 
changed in a cyclic way, from low to high frequencies. As the attenuation properties of an 
infrared signal are frequency-dependent, ID's modulated at lower frequencies can be 
successfully detected farther away from the emitter. However, the power of the IR signal 
decays in a nonlinear fashion with distance. To characterize this power decay, the authors 
obtained off-line measurements of the received signal in the vicinity of the emitter, in a 
similar fashion to fingerprinting for RF signals. The authors measured the ID detection 
success rate in 10 cm concentric regions, at steps of 5 degrees, repeating this process for 
different modulating frequencies. Instead of creating a database of the signal in each point, 
the authors modeled the decay of the signal with an equation that was dependent of the 
orientation of the receiver, the distance between receiver and emitter, and the modulation 
frequency. Using this approach the system achieved a maximum localization error of 10 
centimetres, within an area of 5 square metres. Although a building-wide experiment was 
not conducted, the usage of a unique ID per transmitter would allow the deployment of 
multiple emitters in a cellular arrangement to cover large areas. 
Petrellis et al. [55] presented a localization system consisting of two IR emitters fixed in the 
environment, and two receivers installed on a mobile unit. The transmitters were mounted 
facing each other on the walls of a corridor, while the receivers on the mobile unit faced 
away from each other. Each emitter transmitted a series of unique cyclic data patterns, 
modulated at a carrier frequency of 38 Hz. The opposite-facing arrangement of the receiving 
sensors facilitated detection of user orientation and, at the same time, discrimination 
between signals received via direct path and reflected signals. Reflection rejection was 
enhanced using a predictive model, which took into consideration the immediate previous 
location and orientation of the user. Since the system relied on predictions of future position 
and orientation of the mobile device, the estimation rules constrained the maximum linear 
and angular speeds at which the system was reliable. Given that the emitters transmitted 
unique sequences, the authors proposed a cellular-like spatial emitter arrangement to cover 
extensive areas. The system was sensitive to moving personnel and other objects that caused 
reflections although compensation algorithms reduced such effects. The localization 
accuracy was not reported. 
Cheok and Li [14] presented a localization system which made use of existing fluorescent 
lamps in a building. A user carried a wearable computer instrumented with a 
photo-detector and a gyroscope. Each fluorescent lamp emitted an ID, associated with the 
location of the lamp. The ID was encoded through pulse frequency modulation. The 
encoded information did not introduce perceptible illumination effects. The photo-detector 
and gyroscope were mounted on a cap, worn by the user. The gyroscope served to obtain 
orientation information. The wearable computer was carried on a vest, worn by the user. 
The area illuminated by two lamps transmitting different location ID's could not overlap, 
since this would cause interference, resulting in the inability to detect the encoded signal. 
Whenever available, location information was presented to the user via the wearable 
computer. Such information was overlaid on the user's visual field through a HMD. The 
reported localization accuracy was within three to four meters. Although this accuracy is 
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dependent on the lamp and user heights, these numbers were not provided. The minimal 
separation between lamps was of 2.31 metres. 
iGPS, commercialized by Metris (formerly ArcSecond) [33], is a triangulation-based 
localization system for tracking assets, personnel or any other mobile elements. To 
accurately estimate the position of a receiver, a pair of eye-safe IR laser emitters radiate a 
signal using two different wavelengths, while a an infrared strobe provides a reference 
signal. Using signals from 3 or more transmitters, the receiver calculates and transmits its 
position to a central data collecting station. In order to estimate the orientation of a solid 
body, two or more receivers are attached to it. The iGPS system claims to offer 
sub-centimetre accuracies. 
Scientists from Olivetti Research designed the Active Badge location system, which 
consisted of small badges that transmitted a unique ID via IR emitters [90]. The badges were 
worn by people, who could then be located when in the vicinity of a receiving station. The 
badge transmitted a unique identification code every 10 seconds. The system offered 
sub-room accuracy, and was used to redirect phone calls for personnel. 

 
6.4 Limitations 
Common problems reported for photonic sensor localization are the ambient noise in the 
form of light or thermal radiation [5, 56, 97], signal reflections [15, 44, 56] and in the case of 
image processing solutions, illumination variability [58, 89, 78, 97]. 
In image processing solutions, ambient noise is usually overcome by image filtering 
techniques. In the case of IR sensing, effects of ambient noise can be mitigated by using a 
combination of different modulation frequencies [56, 33]. 
Another problem commonly mentioned in the surveyed articles is the occlusions caused by 
dynamic elements of the environment [5, 24, 21, 89, 10]. For instance, in the experiments 
performed in [56], the introduction of new objects or humans was specifically avoided 
during the experiments. In order to reduce the risk of visual occlusions by humans and 
objects, solutions comprising building-mounted equipment commonly install the detection 
equipment on the ceiling [15, 90]. Another way of reducing occlusion is to deploy sensors 
with overlapping coverage areas [58, 89, 33]. 
However, clinical settings and public indoor areas like shopping malls are oftentimes 
densely populated. Consequently, occlusion conditions can emerge frequently even with 
ceiling mounted sensors. Therefore, if a photonic-based system is to be considered for 
localization purposes, it may be advantageous to simultaneously invoke a secondary 
tracking system to assist in the localization process during periods of optical occlusion. 
In the case of laser based-solutions, only class 1 laser devices should be used, which are 
classified as "eye-safe" by the IEC 60825-1 standard [32]. In clinical settings, however, special 
care must be taken with even class 1 laser devices, to ensure that no harm will be caused by 
concentrated light on the skin or eyes of light-sensitive patients. 
Finally, we should emphasize the privacy issues that may arise as secondary to a 
localization solution. Health care facilities operate under the precepts of information 
non-disclosure to protect the privacy of personnel, patients and clients. This is an important 
consideration when a localization system is designed to capture images of the environment, 
as such images can reveal important information about the person wearing the system or 
about the patients and health care personnel in the vicinity. Frequently, image processing 
mobile localization devices are designed to send the captured image to central, 
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computationally powerful servers for image processing. The confidentiality of the image is 
at great risk of being compromised while in transit over a network. Therefore, we strongly 
recommend against the transmission of raw images through wireless data networks. 
Instead, the position must be estimated by the image capturing device, and the image must 
be discarded immediately to minimize risk of privacy breach. 

 
7. Localization detection based on sonic waves 

Sonic waves are mechanical vibrations transmitted over a solid, liquid or gaseous medium. 
The distance traveled by a sonic wave can be indirectly calculated by exploiting the 
quasi-constant speed of such waves in air. Sonic waves produced by vibrations below and 
above the threshold of human hearing are known as infrasonic and ultrasonic waves, 
respectively. 
The localization solutions grouped in this section propose the usage of ultrasonic range 
finders and sonars. All the articles presented herein use triangulation-based localization 
techniques based on the time of flight (ToF) of a sonic wave in air [27, 12, 13, 80, 84, 85, 68, 
100, 60, 2, 26]. 
Most of the solutions in this section use a hybrid technology approach, exploiting the 
difference in propagation speeds of RF and ultrasonic waves [12, 13, 80, 68, 100, 60, 2]. 
Localization is achieved by measuring the ToF of ultrasonic waves for triangulation 
purposes. To achieve high localization accuracy, the transmitter and the receiver must be 
synchronized. An RF wave travels several orders of magnitude faster than a sonic wave. 
Thus, when a combination of these two types of signals is emitted in unison, the difference 
between the time of arrival (ToA) of the radio and sonic waves at the receiver side is a good 
approximation of the ToF of the sonic wave. Therefore RF waves are used for 
synchronization purposes, while ultrasound waves are used for triangulation purposes. 
When the RF synchronization signal is transmitted by a bluetooth device, the system is 
commonly known as BLUPS, which stands for "Bluetooth and Ultrasound Positioning 
System". Two BLUPS have been included in this survey [12, 13]. We continue by presenting 
two distinctive examples of RF/ultrasound hybrid solutions. 
Teller, Jiawen and Balakrishnan [80] extend the localization system called 'Cricket' [60] by 
making it pose-aware. The authors combined several ultrasonic receivers in a single mobile 
unit. The separation between each sensor in the mobile unit was fixed. The phase differences 
between the signal received at each sensor of the array were used to calculate the orientation 
of the device with respect to the transmitter. This emulates the human process of detecting 
the direction of an incoming sound. This extended version of Cricket located the mobile unit 
with sub-centimetre accuracy, and reported angle accuracies were down to a few degrees. 
The localization system proposed in [68] is based on a technology called 'the Bat' [2, 26]. In 
the Bat, the ultrasound signal is emitted by the mobile device. The ceiling of the 
environment is instrumented with several RF transmitter-ultrasound receiver units. The 
ceiling mounted units were interconnected and synchronized. After simultaneously 
emitting a radio pulse, the ceiling units waited for a reply from the mobile stations.  
A mobile unit in turn sent a reply as soon as it detected a radio beacon. The creators of the 
Bat reported accuracies under 9 centimetres, 95% of the time. 
In a different vein, three of the selected articles presented localization systems based solely 
on ultrasound waves [27, 84, 85]. In these solutions, wide band sonic signals were required. 
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To achieve accurate localization, spread spectrum code division techniques were used. 
Spread spectrum code division allows several emitters to transmit signals, sharing the same 
frequency band concurrently, causing minimal interference to other signals being 
transmitted [54]. 
Hazas and Hopper [27] presented a localization system called "Dolphin" which employs 
broadband ultrasonic waves. The advantage of broadband ultrasound is the ability to 
localize a mobile station with ultrasound signals without an external synchronization 
system. In particular, Direct Sequence Code Division Multiplexing (DS/CDM) techniques 
were used to combine multiple signals simultaneously over the same frequency spectrum. 
The authors reported maximum localization errors of 10 centimetres 95% of the time. Along 
the same lines, in [85] broadband ultrasound signals and DS/CDM techniques were used 
for localization purposes. Beacon units were fixed at predefined positions of the 
environment. Such beacons transmitted a unique ID using DS/CDM. The receiver location 
was calculated via hyperbolic trilateration, using the difference between the time of arrival 
difference of time of arrival (DToA) of the signals received from the beacon. The authors 
reported localization errors in the millimetre range. Although the localization system was 
proposed for utilization on the scale of a full building, experiments were only conducted in 
a limited area. 

 
7.1 Limitations 
In this section we list the common challenges associated with sonic wave localization 
systems. Some authors reported that high levels of ambient noise commonly encumber the 
detection of the sonic signal [27, 13, 82]. This is particularly important when considering the 
deployment of a sonic localization solution for healthcare facilities, where areas of the 
building can be densely populated and noisy (e.g., emergency rooms or hospital foyers). 
Another common issue is the co-interference caused by the presence of multiple sonic 
emitters in the environment. This condition encumbers the isolation of single sources. 
Common narrow-band ultrasound emitters may be affected by this condition [27]. The most 
common emitter disambiguation technique is to combine ultrasound-based triangulation 
with RF beacons. These composite solutions communicate the emitter ID via a different 
physical channel, assign time slots to multiple emitters, and thereby avoid interference at 
the cost of reduced accuracy. 
Recent research proposes broadband ultrasonic emitters as means of overcoming the 
concurrent interference problem associated with narrow-band sonic sensors. The usage of a 
wideband signal allows for multiple access techniques such as DS/CDM, which are 
commonly used in telecommunication solutions (i.e., cellular phone networks. These 
techniques provide improved noise resilience, while allowing multiple emitting stations to 
transmit in synchrony over a single ultrasound channel. This eliminates the need for 
additional communication channels [27], reducing the complexity of the system. 
All the solutions considered in this survey estimate the position of a mobile device based on 
the triangulation of the ToF of a sonic wave. The speed of sound over air is an important 
factor in such calculations. Temperature variations are known to affect the speed of sound in 
air [27, 12, 13, 82, 26]. Therefore, sonic wave based systems cannot be used in environments 
with frequent and drastic temperature or environmental changes [13]. 
Finally, the propagation properties of sonic waves in indoor environments pose a challenge 
for accurate position estimation. Elements in the environment such as furniture, walls and 
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their salient edges cause echoes. The appearance of such echoes can lead to localization 
inaccuracies [13, 84, 68, 26]. Obstructions between the receiver and the transmitter can cause 
NLOS conditions, which contribute to erroneous distance estimates [12, 13]. The dynamic 
nature of healthcare facilities represents a challenge. Installation of ceiling-mounted 
transmitters or receivers may, to a certain extent, alleviate some of the problems associated 
with environmental conditions. 

 
8. Localization detection based on inertial or mechanical sensors 

The articles included in this section measure energy exerted by the mechanical movement of 
the element being tracked. Such energy can be measured via direct application of force, or 
by exploiting the inertial properties of an element of negligible mass (when compared to the 
mass of the object being tracked) that deflects from its fixed position within a reference 
frame when it is subject to acceleration or angular rotation. 
Three articles were included in this section, one based on mechanical contact [50], and two 
based on inertial sensing [17, 66]. 

 
8.1 Localization detection based on mechanical coupling or activation 
A sensory block consisting of a 60 by 60 centimetre metallic shelf was instrumented with 
load cells. Several sensory blocks were used as the support structure for a wooden floor. The 
separation between sensory blocks was of 20 centimetres. An experiment for tracking a 
single user was conducted, reporting a localization accuracy of 28.3 centimetres 85% of the 
time. Experiments were designed to track two users with intersecting paths following 
different walking patterns. The introduction of a second user reduced the localization 
accuracy during experiments involving non-intersecting paths, to 28.3 centimetres 76% of 
the time. The system could only differentiate between users if their weights were extremely 
different, i.e. the experiments were conducted with two participants, weighing 50 and 90 
kilograms. Accuracy was not reported. 
Similarly, in a project called "Smart Floor" [50], metallic plates were instrumented with load 
cells. These plates were then laid on the floor. In order to identify the person walking over a 
plate, the signal captured via the load cell was processed in order to select a set of 10 
features. Such features emerged as distinctive for each pedestrian. The system required an 
off-line stage, in which the users to be identified walked over the plates of the Smart Floor. 
The data captured during the off-line stage served to create a database of stepping features 
for each user. Later, during the on-line stage, the features extracted via the load cells are 
matched with the features stored in the database, using a nearest-neighbour algorithm. 15 
participants were tracked and identified during an experiment. The system achieved a user 
recognition rate of 93%. As well, the authors investigated the effects of different footwear on 
recognition accuracy, concluding that there as no effect. Since Smart Floor relies on 
mechanical contact, it can be classified as a proximity-based localization system. 
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8.2 Localization detection based on inertial sensors 
All the articles included in this section considered a hybrid solution, combining inertial 
sensors with a different localization technology that provided absolute positioning 
information [17, 66, 14]. Since inertial sensors yield relative positioning information only, an 
absolute reference is required to specify the displacement reported by an inertial 
measurement in absolute coordinates. Inertial sensors proposed in the selected articles 
include gyroscopes, accelerometers and inclinometers. 
Evennou and Marx [17] proposed a localization system based on an IEEE 802.11 wireless 
network. The absolute positional information obtained from the wireless network was 
combined with the relative displacements and rotations reported by a gyroscope, a dual-axis 
accelerometer and a pressure sensor. The information obtained from all the sensors was 
combined through Kalman and particle filtering [76, 8]. To calculate the displacement of the 
user, the accelerometer was used to count the number of steps taken. Then, a constant estimate 
of the stride length of the user was used to calculate the total displacement of the user within 
the environment. The authors showed that combining the information from the bank of 
sensors yielded improved localization when compared to the usage of each sensor separately. 
Eve-nou and Marx conducted an experiment using their multi-sensor localization system. The 
localization accuracies reported during such experiment ranged from 1.53 to 3.32 metres. 
In [66], Retscher presented another multi-sensor localization system, which included iner-tial 
sensors. This system was based on a localization infrastructure named "ipos". The system was 
composed of a combination of a fingerprint-based Wireless Local Area Network (WLAN) 
localization technology, a digital compass, a pressure sensor, and three accelerometers, plus a 
GPS unit for outdoor localization. Retscher characterized different brands and makes of each 
type of sensor. By analyzing the inertial sensors separately, localization accuracies between 5 
to 8 metres were obtained. The distance traveled by the user was calculated based on stride 
frequency, detected through accelerometry. A pre-estimate of the stride length was used to 
estimate the displacement of the user. The system was reported as highly dependent on the 
walking patterns of each user. Finally, Retscher conducted an experiment in an indoor 
environment, using the wireless network localization system combined with the dead 
reckoning sensors, reporting approximate localization accuracies of 3 metres. Kalman filtering 
was invoked to combine the inputs from multiple sensors. 
The solutions based on inertial sensing were classified as dead reckoning localization 
techniques, since the location estimates provided by such sensors depend on previous 
measurements to estimate the absolute position or orientation of the object being tracked at 
a given instant. 

 
8.3 Limitations 
One of the main issues with inertial sensors is the drift associated with thermal changes and 
inherent noise [17]. 
Drift measurement deviations are mainly caused by thermal changes in the circuitry of the 
sensor. The effects of such deviations can significantly affect the location estimation process. 
Since double integration is required to estimate the displacement of an object based on its 
acceleration, any small measurement error will be accumulated over time, leading to 
aberrant position estimation. To avoid this condition, in [17] and [66] the displacement of a 
user is estimated considering a constant stride length. In this case, however, the accuracy of 
the system is highly dependent on the walking pattern of the user. 
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As mentioned earlier, inertial sensors can only yield relative motion estimates. Therefore, a 
system that provides an absolute positional reference is required to report absolute location 
estimates. While an absolute positioning system could be used as the unique localization 
technology, the addition of the information provided by inertial sensors can lead to 
improved localization accuracies, as discussed earlier. Recall that solutions based on 
photonic and sonic sensors can be rendered unavailable due to occlusions. A dead 
reckoning system could be used to account for such periods of unavailability. 

 
9. Other localization technologies 

This section groups a reduced number of articles that were not included in any of the 
previous sections, but which matched the inclusion criteria. The sensing technologies 
included in this section were pressure and magnetic sensors. 
Evennou and Marx [17] and Retscher (2007) [66] used atmospheric sensors as part of a 
multi-sensor localization system to estimate the altitude of a user. In both articles, vertical 
storey level accuracy is reported. In [66], Retscher characterized different commercial 
pressure sensors, recommending the pressure sensor PTB 220 manufactured by Vaisala. This 
sensor yielded an accuracy of 33 cm. 
In [66], a digital compass was used in a multi-sensor localization system to assist with bearing 
estimation. The author reported spurious electromagnetic field disturbances that affected the 
readings of the compass when in proximity to metallic structures or radio wave emitting devices. 

 
10. Discussion 

A brief summary of localization principle, merits and limitations of the aforementioned 
technologies is presented in Table 1. 
 
Main 
technology 

Technology 
details 

Localization 
technique t 

Disadvantages Advantages Position Orientation 

  TR PR SA DR     
RF Wireless 

Presonal and 
local area 
networks 

✓ ✓ ✓  Coarse localization, 
oftentimes requires an 
offline phase. Sensitive 
to interference, signal 
propagation effects, and 
dynamic environmental 
changes 

Usage of 
readily 
deployed 
equipment, 
reduced cost 

Yes, 
down to a 
few 
metres 

Yes, 
coarse: i.e. 4 
orientation 
options 

 Broadcast 
networks 

✓  ✓  For cell phones, a radio 
map of received power 
is required. For 
solutions based on TV 
broadcasts, reference 
stations are required 

Usage of 
readily 
available 
infrastructure 

Yes, 
down to 
tens of 
metres 

No 

 RFID  ✓ ✓  Limited localization 
accuracy. Limited range 
with passive tags. 
Battery replacement 
using active tags 

Low tag cost, 
active tags are 
more expensive 
and require a 
battery 

Yes, 
down to a 
few 
metres 

N/A 

 Radar ✓    Only works with line of 
sight. Sensitive to 
reflections 

Good accuracy Yes, 
Submeter 
level 

No 
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Photonic Image 
processing 
-natural feature 
extraction 

  ✓  High processing 
requirements, 
dependence on 
illumination conditions 
and environmental 
noise. Sensitive to 
obstructions and 
dynamic environmental 
changes 

High 
localization 
and 
orientation 
accuracies 

Yes, 
submeter 
level 

Yes, 
high accuracy 
when the 
cammera is 
mobile 

 Image 
processing - 
fiducial 
markers 

  ✓  Deployment of fiducials 
requirement & 
measurement of their 
exact positions, 
sensitive to obstructions 

Lower 
processing 
requirements 
when 
compared to 
natural feature 
extraction 

Yes, 
submeter 
level 

Yes, 
high accuracy 

 Non-image 
processing based 

✓ ✓ ✓  Sensitivity to ambient 
noise and obstructions. 
Sensitivity to reflections 
in some cases. Affected 
by dynamic 
environmental changes 

Simplicity, 
light weight 
and low cost 

From 
room 
level 
down to 
submeter 
level 

Yes, 
(only for one 
of the articles 
reviewed 

Sonic, 
Ultrasonic 

 ✓    Most solutions require 
external synchronization 
(RF beacons). Affected by 
ambient noise. Accuracy 
affected by propagation 
issues and NLOS. 
Co-interference when 
using narrow band 
emitters. Speed of sound 
variations, dependent on 
temperature and other 
environmental conditions 

Exxtremely 
high 
localization 
accuracies 

Yes, 
down to a 
few 
centimetr
es 

Yes 

Inertial / 
Mechanical 

  ✓  ✓ Drift inherent to 
sensors. Relative 
localization, 
requirement of 
initialization and 
calibration 

Self-containme
nt. Resilience 
to 
environmental 
conditions. 
Continuous 
update of 
location 
estimates 

Yes, 
accelerom
eters, 
accuracy 
dependen
t on 
recalibrati
on 
frequency 

Yes, 
gyroscopes, 
high accuracy, 
dependent on 
recalibration 
frequency 

Other Pressure sensors    ✓  provides 
positioning 
information in 
vertical axis 

Yes, 
vertical, 
submeter 
level 

No 

 Digital compass    ✓ Strongly affected by 
electromagnetic fields 
and metallic objects in 
the vicinity of the 
sensor, therefore not 
highly reliable in indoor 
environments 

self 
containment 

No Yes 

Table 1. Summary of the localization technologies. The reported localization accuracies are 
based on typical literature values, where available. For hybrid solutions, accuracies are 
reported for the main technology only. 
(† TR = Triangulation, PR = Proximity, SA = Scene Analysis, DR = Dead Reckoning) 
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10.1 Recommendations 
The foregoing review has suggested 1) a need for research towards rehabilitation of 
topographical disorientation, 2) the existence of devices for ameliorating cognitive 
impairments, but limited research and development of devices suitable for topographical 
disorientation, and 3) the existence of research towards the development of localization 
systems that could be incorporated into assistive technologies for topographical 
disorientation. In this section, we will present some recommendations to guide the selection 
of a suitable localization technology for assisted navigation. 
Based on previous research, each type of localization system has advantages and 
shortcomings. By combining some of these technologies, we may exploit the advantages of 
the individual technologies while mitigating their respective shortcomings. Some of the 
selected articles in the last section have proposed effective combinations of technologies [17, 
66] or mention the advantages of such composite systems [13, 5, 94, 91]. We will briefly 
consider the types of technologies that may be especially conducive to combination. 
Recall that one of the main shortcomings of technologies based on scene scanning and 
triangulation techniques for localization purposes is the dynamic nature of indoor 
environments. Changes in the environment will diminish the efficacy of the localization 
algorithms used in the system. For instance, furniture or personnel agglomeration in an 
office could adversely affect both laser range scanners and RF systems, leading to temporary 
or permanent failures in localization detection. On the other hand, the self contention of 
dead reckoning systems allows them to provide constant tracking of the desired target 
because their measurements do not depend on external elements. This self contention also 
means that solutions based on dead reckoning will normally require calibration and 
acquisition of initial position and altitude. Finally, the self-contained nature of dead 
reckoning systems makes them prone to drifting errors, corrupting the localization 
information delivered by the sensors from true values [17]. 
Therefore the combination of a system based on scene scanning or triangulation localization 
techniques with a system using dead reckoning sensors would provide the strengths of both 
systems, allowing real time tracking of the element to be located provided by the dead 
reckoning sensors, even if the other localization system is unavailable due to environmental 
factors, while the scene scanning or triangulation-based system would provide accurate 
position information for recalibration purposes and a start point for initial measurements. 
In fact, such a combination is present in the articles surveyed in the last section [17, 66]. The 
selection of technologies to be used will be dependent on the requirements imposed by the 
application. For instance, a solution based on RF signals would not be desirable in 
environments with high RF noise, or the solution proposed would conflict with elements 
present in the environment; for instance IEEE 802.11 access points should not be installed in 
the same building as medical equipment using the same frequency band reserved for 
medical equipment (ISM), or localization systems based on sonic waves should not be used 
in environments with unstable temperature conditions. Other constraints should take into 
account the complexity and cost of installation of a particular solution. 
Certain technical challenges must be taken into account while considering the combination 
of multiple types of sensors to create a robust localization system. Since the localization 
update rates and errors associated to each type of sensor can be different, optimal schemes 
to combine localization data from multiple error-prone sources must be used. We can see 
that in fact, several algorithms of this sort are mentioned in the articles reviewed, for 
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instance, Kalman filtering and particle filtering among other techniques. One more aspect to 
consider is that, the addition of elements to a system normally increase the complexity of 
such system, making it more prone to unavailability conditions due to failure of one or more 
components. 
Other constraints to be taken into account are the complexity and cost of deployment of a 
particular solution. For instance, for some solutions the pre-existing deployment of 
infrastructure might reduce time and cost of implementation of a localization system. For 
instance, some solutions use existing unmodified IEEE 802.11 infrastructure networks [98, 
92, 17, 43, 66, 42, 53, 79, 57, 9], and some others benefit from already existing video 
surveyance systems [58, 97]. 
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1. Introduction 

Ambient intelligence is a rapidly developing field that is led by the necessity of ubiquitous 
computing. People are surrounded by computers in most of their daily activities; i.e. in cars, 
homes, offices and public areas, and supplied by various services on mobile phones, PDAs, 
or interactive kiosks. There are several projects that demonstrate potentials of ubiquitous 
computing, e.g. in a museum (Gallud et al., 2007), in a home (i2home, 2009), or in an office 
(Waibel, 2009).  
In our case, the ambient intelligence environment consists of two components, a mechanism 
for detection of user behaviour and an application that supports specific user scenario or set 
of scenarios (ambient intelligence applications). Along with increased complexity of the 
systems and user workflows in an ambient intelligence environment, the usability and 
functionality of both components must be ensured. Traditional approaches of usability 
testing are suitable for testing individual components in an isolated manner. However, 
usability of the whole system can significantly differ from the usability of individual 
components. A reason for testing of individual components is the inability to setup a 
complete environment of supporting technologies as they are still under development or yet 
non-existent in early phases of system design. Unfortunately, these phases are the ones 
where a correct design decisions are crucial, because they influence further development of 
the whole system. 
In this paper we introduce a framework for testing applications in ambient intelligence 
environments. The concept is derived from the methodologies of desktop application 
usability testing combined with evaluation of user behaviour in an ambient intelligence 
environment. It is based on our experience with user behaviour recording, which is 
visualized and investigated mainly in a virtual environment. The visualization serves as a 
tool for analyzing complex situations and detection of usability issues in ambient 
intelligence applications. 

 
 
 
 

4
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2. Motivation 
 

Usability testing methodologies for desktop applications are quite well known and well 
described e.g. by (Rubin, 1994) or (Nielsen, 1994). The methodologies typically use 
observation of the test participant, while solving a task from the task list where the tasks use 
the tested application. Indirect observation is recorded and can be replayed several times. 
Typically a small amount of participants (4-12) are tested and mainly qualitative issues are 
evaluated, interpreted, and used for suggested improvements. There may also be other data 
sources involved in application usability testing; typically application log files (Ivory & 
Hearst, 2001), where information about user interaction with application is stored. 
Information from such sources can help to thoroughly analyze particular parts of the 
application or the test. 
Many modifications of this methodology have appeared. One modification that is 
significant for our ambient intelligence environment testing methodology is remote 
usability testing (Paterno et al., 2007). This methodology usually does not use observation of 
participant interaction but rather derive usability issues from user interaction data 
generated by application. This approach is suitable when observation is not possible due to 
technical limitations, e.g. test participant and usability expert are at different places. An 
advantage of the desktop application in this methodology is that we can quite accurately 
estimate context of use, based on target user group knowledge. This allows us also to focus 
more on the observation of user interactions, supplemented with user thoughts acquired by 
the thinking aloud technique (Rubin, 1994). 
On the other hand, applications for ambient intelligence environments are much more 
context sensitive. Context can change several times during a single test and therefore we 
have to give the evaluator all the important context information. Observation of the user in 
such an environment is also problematic. Analysis from the recording from observation of 
participant interaction can be complicated when more cameras are used in a complex test 
setup. Moreover analysis of video recording is very time consuming. These issues can be 
solved by transformation of the participant behaviour and interaction into the visual 
representation (e.g. virtual environment) that is used for further test analysis and 
application usability study. There are also several other motivations that support the needs 
to be solved in order to improve process of user behaviour analysis. 
 
The first motivation is the ability to analyze huge amounts of data that is gathered from the 
tested application and from the supporting infrastructure of the ambient environment. It is 
very complicated to analyze the data in its raw format such as a text file. The visualization 
in the virtual environment can be one of the suitable data transformations. 
 
The second motivation is unification of different test data for direct comparison. 
Traditionally, we can face to the problem of comparison of data from ambient environment 
sensors (e.g. time snapshots of the ambient intelligence environment state), video recording 
from environments where no other sensors are available and user scenarios created 
artificially (e.g. text description). Therefore we should be able to transform all those data 
types to one virtual environment. 
 
The third motivation is connected with ethical issues. The process of usability testing obeys 
strong ethical codices, which also keep to the laws that are part of the legal system. 
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Typically, it is not allowed to publish a video of the user from the test, where he/she can be 
recognized, without his/her permission. In desktop application usability testing the 
problem can be easily solved. The video from a desktop application focuses on the user 
interaction with the application, which means that the application is the object being 
recorded and the user usually does not appear in the video (the user can be recorded using 
another camera). In the case of mobile application usability testing, the user is part of the 
environment and his/her interaction and behaviour is being investigated. Such a video 
recording is then not usable as material for application usability issue presentation. Instead 
of making the user anonymous in the video recording the user can be made anonymous by 
the process of data transformation into the virtual environment where the user is 
represented in the form of avatar. 

 
3. Related Projects 

There are several projects that also deal with evaluation of ambient or ubiquitous 
applications. Project UbiWise (Barton & Vijayaraghavan, 2002) tries to simulate ubiquitous 
environment equipped with devices that communicate with each other. It focuses on 
simulation of hardware and low level software of the ubiquitous environment. Another 
project that has similar motivation as UbiWise is project UbiREAL (Nishikawa et al., 2006). 
In this article the authors present a tool for testing the correctness of virtual or real UPnP 
(Universal Plug and Play) protocol based appliances connected into a network. The authors 
focus on the presence of the appropriate appliance, controller functionality and logic instead 
of the user behaviour. Project 3DSim (Nazari Shirehjini & Klar, 2005) is tool for rapid 
prototyping of ambient intelligence applications. This tool uses also UPnP protocol (Nazari 
Shirehjini, 2005) for inter device communication. It is similar to both UbiWise and UbiREAL 
projects and it has some advantages like photo-realistic impression of visualization and 
support simple visualisation of human interaction in the environment based on recognized 
data. Project P-VoT (Seo et al., 2005) is component based interactive toolkit for virtual 
environments to quickly build a virtual ubiquitous environment. This tool allows rapid 
creation of the environment with possibilities of detailed device logic specifications. 
 
We have identified two reliable pervasive computing systems which may serve as context 
acquisition and modelling platforms for multimodal services: already mentioned UbiREAL 
and functionally similar Context Toolkit (Dey et al., 2001). But in contrast to these systems, 
which integrate contextual information directly from various sensors, we needed a system 
which relies on information provided by more complex perceptual components, i.e. more 
complex context-acquisition components such as person trackers and speech recognizers. A 
body tracker might be at once capable of detecting location, heading and posture of persons, 
identifying them, and tracking subjects of their interest. Such scenarios led us to separate 
the perceptual components layer from the layer that deals with higher abstraction – the 
situation modelling. Defining and modelling situations based on a wide range of context-
acquisition components was not supported by other environments such as UbiREAL and 
Context Toolkit, so we decided to implement a new framework. 
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4. Overview of the Framework 

4.1 Introduction 
Evaluation of applications in ambient environment is a complex issue. Therefore in next 
sections we will introduce framework that was developed to encapsulate all tasks necessary 
for analysis of user behaviour as part of usability evaluation of applications in ambient 
intelligence environment. Scheme of the framework is in the Fig. 1. Data from detection 
mechanism, that consists of sets of sensors (e.g. noise level detectors) placed in the ambient 
intelligence environment, are imported to the framework's internal data storage either 
directly or through the Testing of detection mechanism accuracy task. The data can be also 
created and edited in User scenario creation and editing task. These two tasks are depicted 
by rectangle with rounded corners and represent group of tasks that edit raw data. Once the 
data are in internal format they are persisted or immediately used for visualization in next 
two tasks. These two tasks are Evaluation of single user scenarios and Evaluation of 
cooperative scenarios. They represent high level task that analyze the data as user 
behaviour in the ambient intelligence environment. In next chapters we will describe each 
task in detail. 
 

 
Fig. 1. Scheme of the framework. 

4.2 Testing of Detection Mechanism Accuracy 
Testing of detection mechanism accuracy is the lowest type of test. Aim of this test is 
analysis of accuracy of particular sensors and algorithms that process data from those 
sensors. Ambient intelligence applications strongly rely on those detection mechanisms and 
their algorithms and incorrect output of the detection process may highly influence 
behaviour of the system and usability of the application for the user. 
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Typical use case is evaluation of data from one or several detection mechanisms and 
comparison of them with either video recording or with manually revised data usually 
extracted from video recording. Output of this task is either report about detection 
mechanism accuracy or correction of data produced by the detection that are then used for 
evaluation of user behaviour or application usability in next types of evaluation. 

 
4.3 User Scenario Creation and Editing 
At the early stage of testing the sensors are not always available. Therefore it is not possible 
to collect data from them and analyse user behaviour in the environment. Therefore the 
framework must contain task where the data are created and edited. 
 
Typical use case is creation of single user scenario from external formats (e.g. audio/video 
recording), creation of user data by expert creation of cooperative scenario from external 
formats (e.g. audio/video recording) and enhancement of the data from detection 
mechanism with additional information. Such information may be for example interaction 
with objects that is not detected by any detection mechanism. Execution of this task is 
demonstrated in section 7.1. Output of this task is set of scenarios. 

 
4.4 Evaluation of Single User Scenarios  
This type of evaluation is the simplest case of usability evaluation of the application. We 
investigate behaviour of the user according to the predefined scenario. We should compare 
the user behaviour with pre-recorded data created by expert, in order to find deviations 
from the expected behaviour. Expert data may be gathered directly from the ambient 
intelligence environment and eventually polished in task testing of detection mechanism 
accuracy. Alternatively they can be created by the framework in task user scenario creation 
and editing, where the simulation of the user interaction in the ambient intelligence 
environment is performed by expert. 
 
There are several possible use cases how to perform this task. The first use case is simple 
evaluation of one user. The second type of use case is comparison of one user with the data 
created by expert. The third use case is comparison of several users between each other. 
Finally fourth use case is comparison of several users and data from expert between each 
other. Execution of this task is demonstrated in section 7.3. 

 
4.5 Evaluation of Cooperative Scenarios 
Cooperative scenarios are the most complicated scenarios for evaluation in all 
environments. Goal of this test is to evaluate whether the application correctly supports 
cooperation of individual users in their scenario. Currently the only use case supported is 
evaluation of one cooperative session. Execution of this task is demonstrated in section 7.2. 
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5. Visualization of User Behaviour 
 

5.1 Introduction 
When performing various user tests and other experiments that deal with user behaviour 
we always obtain large data sets. These data should be evaluated and some conclusions 
should be drawn in order to improve the design of particular user interface. Due to the large 
amount of data it is mostly impossible to perform analysis of these data without deeper 
insight (to understand mutual relations between various variables or between data subsets 
in the given data set). Solution to this problem is to use an appropriate visualization 
technique by means of which we can get a deep insight into data investigated (and thus to 
make some relevant conclusions).  
There exists a large amount of various visualization techniques by means of which it is 
possible to visualize data (or information of various kind) – these techniques are of interest 
in a special branch of computer graphics, particularly, information visualization (Spence, 
2000). In our research we had to select and modify some approaches in order to be 
appropriate for our purpose that is visualization of user behaviour in ambient intelligence 
environment. 

 
5.2 Survey of Visualization Techniques 
At first we have to define what kind of activity we are going to investigate and visualize. As 
our research has been concerned with user interaction in ambient intelligence environment 
we had to investigate (and visualize) three main aspects of user behaviour: 

 visualization of user interaction with devices (log file with user activities when 
solving a particular task). 

 visualization of the user movement in the scene (visualization of the user 
movement in the scene gives us a global picture about the activities of the user ) 

 visualization of the user movement and behaviour (such a visualization offers a 
complex picture about the user when solving particular task in ambient 
environment) 

 
In Fig. 2 we can see that these three aspects of user behaviour form hierarchy – here we can 
speak about a sort of level of detail in which we would like to investigate the data obtained. 
In (Mikovec et al., 2007) we showed that this concept corresponds with three types of 
visualization. In our framework we also choose appropriate visualization method when 
investigating particular user behaviour. In such a way we can analyze both individual 
approach to the solution of task (that consists of several subtasks) and movement of the user 
in the scene where the task should be solved. In further text these three visualization 
methods, that are suitable for visualization of three data types given above, will be 
presented.  
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Fig. 2. Level of detail of user behaviour visualization. 
 
In all visualization methods (levels) we tried to analyze and describe the user behaviour 
based on data set, which was acquired through observation of user interaction with 
application (stored as interaction log file). Data set is created by means of collected data that 
reflect the user activity when the user performs some typical tasks. These activities 
(performing certain task or collection of tasks) are performed in the framework of usability 
testing (Rubin, 1994) (the user interface designed is tested by several of users who perform 
some typical tasks). The data about the performance of users are collected using various 
methods – mostly observation of the user or recording the user activities by means of 
various tools (recording the individual interaction steps during particular task solving etc.). 
In order to understand such a complex data we need to have a proper visualization tool that 
is interactive and allows us to select proper view on the data. 
 
For the Level 3 we can use visualization in form of timelines described in (Harrison et al. 
1994) and (Malý & Slavík, 2007). These visualizations allow visualizing data both from 
standard usability testing and also from ambient intelligence environment.  The timeline 
(Fig. 3) is presented as a sequence of annotations ordered according to the start time of the 
annotation. Each annotation represents one activity of the user during the usability testing. 
Annotations are grouped into categories based on the severity of the annotated problem. 
The severity is represented by different colour of the annotation – red is more complicated 
for the user, white is easier for the user). The visualization also shows annotations together 
with task tree (Paterno et al., 1997) (that describes in a formal way the structure of the task 
performed) in one view. The task tree in visualization shows by green rectangles at which time 
certain activity (e.g. subtask) begun and when this activity was finished. 
 

 
Fig. 3. Timeline visualization of user interaction. Colour of annotation represents severity of 
the problem. 
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As we are in our research concentrated on a specific environment – ambient environment – 
we should have some idea about the user motion in this environment. For the sake of 
simplicity we can imagine that a user walks in an exhibition hall, in a gallery, in a museum 
etc. When following her/his path we can discover some patterns (like concentration on 
specific areas – where e.g., are exhibited topics of her/his interest like some products, 
pictures etc.). In such a way it will be possible to discover attitudes of individual users (this 
may help to define groups of users that share common interests etc.). This kind of 
evaluation of the user behaviour, representing Level 1 in Fig. 2, is based on visual analysis 
of the acquired data. The user is trying to get from the position A into the position B. What 
is interesting is the investigation of strategy for selection of the trajectory that has been 
chosen by the user. This information can give important information about the user 
background on which the selection of strategy was based on. The visual analysis, see Fig. 4, 
results in determination of spots in ambient environment where the user spent more time or 
where the user appears frequently. By means of proper visualization tool it is possible to 
identify these spots in a very short time. 
 

 
Fig. 4. Visualization of the movement of the user in the room. 
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Fig. 5. 3D visualization of the user interaction in the room. 
 
The fact that the third dimension gives us many advantages when visualizing data about 
the user behaviour resulted in development of a new visualization technique, which 
represents Level 2 in Fig. 2. This third visualization technique allows us to visualize user 
movement in an ambient environment – e.g. in a smart room. The data for visualization are 
from real sensors or they are manually transformed from video recordings into simulated 
user scenario that is interpreted in a simulator. The output of the simulator is visualization 
of the user behaviour in 3D. Such a visualization is performed in virtual environment where 
we can manipulate both with the virtual environment (zooming, rotations with camera, …) 
and with data visualized (data about motion or behaviour of the user). Thanks to that we 
can get much better idea about user’s intentions, habits, behavioural patterns, etc. Such an 
approach provides higher (semantic) abstraction in the situation modelling module, and 
presents it to the user graphically in a 3D scene, see the Fig. 5. 
 
When summing up the properties of the visualizations described it is possible to say that 
the visualizations presented create a  scalable system that allows user to visualize complex 
data obtained in the framework of usability testing. The possibility to select proper 
visualization makes the evaluation of data collected more flexible and more efficient (it is 
possible to evaluate data on the proper level of detail).  

6. Applications Used in the Framework 

6.1 Introduction 
Our framework is based on our experience with development and usage of two applications 
for analysis of user behaviour in ambient intelligence environment. The first application is 
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SitCom - Situation composer. The second tool is USEd - User Scenario Editor. Description of 
both tools is in next sections, followed by experiences with these tools in several use cases. 

 
6.2. SitCom – Situation Composer 
SitCom (Fleury et al., 2007) serves as a simulation runtime. i.e. the core tool supporting the 
whole development cycle of multimodal perceptual systems. 

 
6.2.1 Smart Environment Architecture 
Before we introduce the SitCom tool, we should describe basic terms and abstraction 
architecture of smart environments. Sensors deliver their information in a streaming 
fashion, as do video camera for video data or noise level detectors for a given value of the 
noise level. The perceptual components, which do some combination of the sensor data to 
render it at a higher semantic level, still propagate this information, after processing, in a 
streaming fashion. A body tracker will update the number of detected bodies, and their 
locations. A room noise classifier will deliver the new label representing a person in the 
room as soon as it has processed the information from sensors. In that sense, the data is 
going through the layers as in a pipeline. As depicted in Fig. 6, the information flows 
through the following layers: sensors, perceptual components, situation modelling, and 
services. 
 

 
Fig. 6. Levels of abstraction in the smart environment architecture. 
 
Perceptual components provide information about entities, which are mapped one-to-one to 
real world objects. These entities have a set of attributes, which may change over time. 
These attributes are modelled as property streams, with an update frequency, which depends 
on the type of attribute. For example, a person's ID will most likely change only a couple of 
times, depending on the accuracy of the person identifier technology, whereas the person's 
location will most likely be updated often. 
 
The situation modelling layer is where the transformation of a set of facts about the 
environment into a set of situations is taking place (Crowley et al., 2002). The situation 
model will provide information about situations, which consist of a set of states and their 
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associated transitions. The detection of the current state and the detection of state changes is 
implemented using several techniques, and is extendable. Currently, we have a rule-based 
engine, several statistical methods, and a very simple hardwired logic. Each situation is 
embodied in a situation machine, which is a Java module in SitCom, and only the external 
hull of the situation machine is visible. This uniformity of public interface for situation 
machines is a key aspect for the flexibility of the simulation environment. The actual set of 
used situation machines is application dependent. 
 
The service layer contains smart environment’s applications provided to the users or 
participants, examples of such applications are given in use cases in sections  7.2 and  7.3. 
More details about this architecture used herein can be found in (Dimakis et al., 2008). 

 
6.3 The SitCom Tool 
SitCom (Situation Composer for Smart Environments) is a 3D simulator tool and runtime 
for development of context-aware applications and services. Context-aware applications 
draw data from the surrounding environment (such as there is an ongoing meeting in the 
room, a person location, body posture, etc.) and their behaviour depends on the respective 
situation (e.g. while in meeting silent the phone). In SitCom, the environment characteristics 
are captured by Situations Models that receive input events from a) real sensor inputs 
(cameras, microphones, proximity sensors...), b) simulated data, and c) combination of real 
and simulated input. SitCom allows combining the situation models into hierarchies to 
provide event filtering, aggregation, induction and thus construct higher-level meaning and 
reasoning functionality. Through its IDE, SitCom allows to load, run or modify various 
scenarios with their subsequent realistic rendering in 3D virtual environment. These 
scenarios can be re-played to invoke situations relevant for the application behaviour, and 
thus provide mechanism for systematic testing of the context-aware application under 
different environmental conditions. The key feature is that we keep the portability between 
virtual and real devices. 
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Fig. 7. Overview of SitCom’s individual components and plugins. 

 
6.3.1 SitCom’s Components and Plugins 
In the reference architecture model, SitCom itself plugs into the layer of situation modelling. 
So it sees the service layer as its upper layer, and the perceptual components as its lower 
layer. Also, as SitCom itself is a framework for modelling systems enabling plugging 
diverse situation modelling technologies, it is split into two distinct parts: the simulation 
framework, named SitCom, and the actual situation modelling being developed, named 
SitMod (Situation Modelling). In Fig. 7, the two parts are clearly separated. SitMod (and 
modules plugged into it) is the portion of the system to be deployed into the field. During 
simulation, but also once deployed, the SitMod run-time runs situation models for multiple 
and possibly unrelated scenarios. We found it very useful to be able to switch back and 
forth between simulated (manually created) and recorded data, as for debugging some 
situations, we can run the experiment up to a point, and then we can interfere with the 
recorded data using synthetic data, so as to test the situation model and the service. This 
makes the test of "what if" scenarios very quick and simple. 
 
In the Fig. 8 there is main window of SitCom application. We can see visualization of the 
room in 3D virtual environment (Room-3D visualization plug-in) and in 2D visualization 
(Room-2D visualization plug-in). The visualization is generated based on data from input 
plug-ins. In the lower left part, there are controls for replay of the simulation and controls 
for handling of input plug-ins. On the right, there is video recording of the room, 
synchronised with both visualizations. 
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Fig. 8. Meeting scenario visualization using the SitCom tool. 

 
6.4 USEd – User Scenario Editor 
In contrast to SitCom, USEd is used to create, edit and tune user scenarios in ambient 
intelligence environment (especially in smart environments). 

 
6.4.1 Main Principles 
For the purpose of user scenario creation and editing task we developed the USEd, the User 
Scenario Editor. This tool supports most of the use cases presented in the task user scenario 
creation and editing, so it is possible to create single user scenario from external formats 
(e.g. audio/video recording), create single user scenario by usability expert, create 
cooperative scenario from external formats (e.g. audio/video recording). 
The User Scenario Editor is an application for user scenario creation. A user scenario 
represents behaviour of the user in the ambient intelligence environment during usability 
evaluation. This editor is data compatible with SitCom, because it uses a SitCom 
environment description file for virtual environment description and one of the outputs of 
the editor is a SitCom person description file. Therefore scenarios recorded in the USEd can 
be investigated in SitCom runtime. Advantage of USEd is that it stores the user scenario as 
events instead of time snapshots of the environment status as SitCom. Therefore it is much 
easier to create and edit the scenario in USEd then in SitCom. USEd supports also simple 
verification of the created scenario so we can prepare the scenario without necessity to use 
SitCom to evaluate the scenario. 
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Fig. 9. Main window of USEd editor with. 
 
The main screen of the USEd is divided into four parts, see Fig. 9. In the middle, the 
interactive virtual environment is displayed. USEd allows zooming, panning and rotation of 
the environment to allow full control during scenario editing. At the bottom, there are 
buttons for starting and stopping of the recording and for starting and stopping replaying 
of the recorded scenario. There is also the timeline showing time of the recorded scenario 
and allowing time shift during replaying. On the left, there are person controls for online 
recording. We can add or remove a person from the recorded scenario and we can select 
which person is controlled in case there is more than one person in the scene. There is also a 
list of actions the person is currently performing and list of things the person is currently 
holding. Two buttons are used for finishing the selected action or for putting the selected 
thing. On the right, there are edit mode controls with button toggling between data 
recording and editing. 

 
6.4.2 Scenarios Creation and Editing 
Scenario creation is the activity when a new scenario is created. It is started by pressing the 
REC button in bottom right corner. After that, timing begins and we are recording a new 
scenario. We add a new person by pressing the Add New Person button. A dialog for 
setting the name of the person appears and after entering the name the person appears in 
front of the starting point Entrance. Person movement is controlled by the clicking into the 
scene. After the clicking the person tries to move to the position where we clicked. Detection 
collision and path finding algorithms were implemented to simplify the scenario creation. 
Interaction of the person with other objects in the scene is performed by right mouse button 
clicking on the object. After that, a dialog menu with possible actions appears and we can 
select the desired action. There are two types of action; immediate actions and long lasting 
actions. The difference is that long lasting actions appear in the action list of the person and 
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must be explicitly finished compared to immediate actions that are executed immediately 
and do not appear in the action list of the person. 
Editing is an activity suitable for correction of the recorded scenario. It is activated by pressing 
the Edit Mode button in the upper right corner of the application. In Edit mode the virtual 
environment changes (see Fig. 10), the person disappears and an individual person path is 
displayed instead. Also new buttons that switch between different user interaction modes are 
available. Edit mode supports movement of the navigation points, adding and removing 
points in the path and also adding new points to the path. Timeline controls the segment of 
the path that can be edited. This is extremely important in case the path is very dense in a 
particular area and helps us not to operate with wrong points of the path. 
 

 
Fig. 10. USEd editor in data editing mode. Instead of avatar the movement path is 
displayed. 
 
Collaborative scenario creation can be achieved by two different approaches. The first 
approach is one-by-one scenario recording, where one person is being recorded while other 
persons that were recorded are replayed to help with synchronization. The second approach 
is multiple persons recording, when all persons are recorded simultaneously. Using edit 
mode the actions are shifted to appear concurrently. 

 
7. Use Cases 
 

7.1 Inventory Use Case 
The Inventory use case was used to evaluate the ability of the USEd editor to transform data 
from video recording into the virtual environment and create expert evaluation. Then, these 
two types of transformations were compared both from ease of creation and a quality of 
results point of view.  
This use case was testing two parts of the framework, the task user scenario creation and 
editing and internal data storage. 
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7.1.1 Use Case Description 
In this scenario the user is doing inventory in the smart environment with a PDA. The PDA 
has a barcode reader that allows for fast recognition of inventoried items. If the item is not 
in the correct place or in the correct room, the user can move the object in the application to 
the correct place. The scenario consists of the following steps: 

 User enters the room. 
 User looks around. 
 User goes to the set of three LCD displays. 
 User checks the displays and makes appropriate changes in the application using 

his/her PDA. 
 User leaves the room. 

 
7.1.2 Data Acquisition Setup 
Expert evaluation data were created before the video of the real user was created. It is based 
on the scenario steps with estimated interactions and timings of user actions. The expert had 
no limit for data creation to avoid any influence. 
 

 
Fig. 11. USEd editor and video player during transformation of video into the virtual 
environment. 
 
One video of the use case was recorded. Then 5 people tried to transform the video into the 
virtual environment using USEd. The computer setup is shown in Fig. 11. The USEd editor 
is on the left; the video player with a recorded scenario is on the right. Each person had to 
record the video in real time with an additional 5 minutes for corrections. 

 
7.1.3 Use Case Results 
All the people were able to transform the video into the virtual environment. There were 
some small usability issues of the USEd editor that will be corrected during future 
development. All the videos were similar, only a limited time drift of action start time 
appeared. Also, the algorithm for collision detection and path finding helped to unify the 
movement of the avatars. 
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7.2 Meeting in Smart Room Use Case 
The meeting use case arose from actual needs in a project called CHIL (Computers in the 
Human Interaction Loop) (Waibel, 2009). Objectives of the CHIL project were to create a 
smart environment (in this case room) in which computers serve humans that focus on 
interacting with other humans. The use of expert-created scenarios at the beginning of the 
project allowed us to start development of services prior to setting-up all the required 
technologies. Later when the technologies were ready, it gives us the possibility to compare 
behaviour of the same service using either expert-created or real data. From the framework 
point of view, we were evaluating cooperative scenario, using real data and simulated data. 
 
In our use-case example, we consider a connector scenario proposed and exploited in 
(Danninger et al., 2005). The connector service is responsible for detecting acceptable 
interruptions (phone call, SMS, targeted audio …) of a particular person in the smart room. 
During the meeting, for example, a member of the audience might be interrupted by a 
message during the presentation, whereas the service blocks any calls for the meeting 
presenter. 

 
7.2.1 Use Case Description 
The meeting state detector is implemented as a situation model in the SitCom framework 
(described in section 6.2). The situation modelling layer is the place where the situation 
context received from audio and video sensors is processed and modelled. The context 
information acquired by the components at this layer helps services to respond better to 
varying user activities and environmental changes. For example, the situation modelling 
answers questions such as: Is there a meeting going on in the smart room? Who is the 
person speaking at the whiteboard? Has this person been in the room before? Schemas in 
Fig. 12 correspond to the setup for the connector service scenario. In this case, the situation 
model provides the information about the current state of the meeting to the service. 

 
7.2.2 Bootstrapping Situation Models by Scenarios Created in USEd 
When a project is currently in its first stage, the “emerging” technologies planned to be used 
are usually under development, but service providers are already eager to try prototypes 
and discuss deployment of feature functions with possible clients. In such cases, the 
possibility to create a virtual space capable of simulating the technologies helps and speeds-
up the whole development cycle of the project. 
 
Schema in Fig. 12 shows the situation model created for a meeting state recognition task. We 
have investigated numerous experiments in order to find a suitable statistical method. 
According to the needs of CHIL services, the methods were applied to a task of detecting 
the state of the meeting using labels provided by the perceptual components. We use the 
facts produced by perceptual components (about people’s presence, location, pose, and 
voice activity in the room) to determine the meeting states. These facts may themselves be 
the result of the analysis of multiple sensors. 
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Fig. 12. Schema of data flow in SitCom for the Connector service use case. 

 
7.2.3 Use Case Results 
The expert-created scenarios (generated by the precedent of USEd) were used to bootstrap 
the initial work and to obtain first results. Identified methods and feature sets were then 
later used with seminar data, particularly the CHIL seminar 2007 corpus for both model 
training and evaluation. Fig. 8 shows visualization of recorded seminar data in the SitCom 
tool. A positive experience was that the feature sets and their parameters built and tuned on 
expert-created scenarios needed only minor changes when applied to real data. The 
differences were in selected time thresholds and intervals; the expert-created scenarios were 
not as dynamic as the real recording. Yet another minor difference was in expected and real 
speech activity among meeting participants; the expert-created scenarios contained many 
more interruptions and noisy conversations than the real case. We have used five manually 
crated scenarios of total length 1 hour 25 minutes; the real recordings comprised 6 scenarios 
of 1 hour 50 minutes length. 

 
7.3 Home for Elderly Use Case 
This use case is the most complex evaluation of our framework. First of all, we are testing 
detection mechanism accuracy and then we are evaluating single user scenario using both 
real and simulated data. 

 
7.3.1 Use Case Description 
Another more recent use case based on the approach advocated in this paper is Netcarity 
project. Netcarity is an ongoing integrated project supported by the European Community 
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under the Sixth Framework Programme (IST-2006-045508). The aim of this project is 
investigation and testing of technologies which will help elderly people to improve their 
well being, independence, safety and health at home. 
 

 
Fig. 13. SitCom’s 3D visualization of a smart home. 
 
The idea of this project is to equip homes of Netcarity clients by a variable set of perceptual 
technologies and connect them to the central point providing various types of services. The 
most important activity of the central service point, called Netcarity Server (NCS), is to 
“keep an eye” on the client health and safety exploiting different perceptual technologies, 
i.e. acoustic event detector, body tracker. 
 
This project is currently in its first stage when the technologies are still under development, 
but service providers are already eager to try prototypes and discuss deployment of feature 
functions with possible clients. We have created a SitCom virtual smart home and several 
scenarios simulating essential situations in inhabitants’ life, see Fig. 13. The following 
sensors, actuators and perceptual components are being simulated in the virtual home 
environment: 

 Motion Detectors are installed in each room, monitoring movement in the space. 
 Fire Detector sensor detecting fire in the flat. 
 Gas Detector sensor detecting leaking gas in the flat. 
 Remote Door Lock sensor/actuator capable of reporting open/closed status of the 

door and locking/unlocking the door’s lock. 
 Scene Acoustic Analyzer analyzing noise and sounds in the scene, such as, 

someone is walking, speaking, laughing, door is opening/closing. 
 Body Tracker is a video-based tracker providing 2D coordinates for each person in 

the room. 
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 Talking Head actuator giving audio/visual feedback to the inhabitant. It serves as 
a communication channel from the Netcarity server and as a humanoid interface to 
other services. 

 
The example of situation machine is: 
 Fall-down Detector perceptual component detecting that the inhabitant may be in 

dangerous situation, for example he/she felt down and is unable to call for help. It 
uses and combines information from different sensors and detectors. 

 
7.3.2 Bootstrapping by Scenarios Created in USEd 
In the actual implementation the sensors and actuator in client home are controlled by a 
Residential Gateway (RGW) which is connected to the Netcarity Server by a secure and 
authenticated channel, called Netcarity Secure Channel (NCSC). In the simulated case, the 
residential gateway is replaced by the SitCom run-time connected to Netcarity Server via 
the NCSC connection. There is no difference in behaviour or data types between simulated 
and real-live smart home from the Netcarity Server side. Multiple instances of SitCom run-
times can simulate a whole network of smart homes and their residential gateways. This 
setup is currently used for tuning Netcarity Server’s rule-based system, fall-detector and 
acoustic scene analysis modules, and for verification of proposed communication schemes. 
Beside the visual feedback during the development, the 3D visualization obviously serves 
also as a good demonstration platform. 

 
7.3.3 Use Case Results 
We have used USEd to create several artificial scenarios to test the behaviour of the whole 
Netcarity setup. Using simulated data to support fall-down scenario was crucial, as it is 
unlikely to record real fall in the real home. We have used semi-simulated approach in that 
case, i.e. using real recordings of human movements and actions combined with simulated 
falls. In addition, we have recordings of various activities of daily living and “forced” falls 
from lab environment (Libal et al., 2009). 

 
8. Conclusions and Future Work 
 

In this work, we introduced framework for visual analysis of user behaviour in ambient 
intelligence environment. The framework consists of five tasks that are performed during 
evaluation of the applications, depending on the use case. These tasks are divided into two 
groups. Testing of detection mechanism accuracy task and user scenario creation and 
editing task are tasks that belong to first group of tasks that focus on preparation of data for 
tasks in second group. Second group tasks focuses on visual analysis of user behaviour 
either in evaluation of single user scenarios task or in evaluation of cooperative scenarios 
task. The framework tasks are executed using two tools, SitCom and USEd. These tools have 
been exercised by many developers over the course of several years. The tooling framework 
is currently used by more than ten sites across Europe and it has been part of several 
technology demonstrations. To support the development within the Reference Architecture 
Model, we have implemented SitCom framework – an extensible Java toolkit to help in all 
phases of the development of the non-trivial life-cycle of context-aware services. We 
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equipped SitCom with a set of functionalities that we found benecial in development of 
perceptual applications: 

 it simulates the environment and the perceptual input (manually created or 
recorded scenarios) 

 it provides 2D and 3D visualizations of scenes, situations, and scenarios 
 it works as a middleware between user services and the layer of perception 

(situation modelling) 
 it supports the context model builders with a framework for data fusion and 

filtering 
 it serves as an IDE for repetitive testing of context-aware services and applications 

by replaying recorded or simulated scenarios 
 it provides portability between virtual and real devices 
 

The SitCom environment was successfully applied during the whole development cycle of 
the CHIL platform and it is now helping to bootstrap the Netcarity system. In many ways, 
having an integrated tool specialized for context-aware applications has been helpful to 
identify the necessary pieces for the application, like the needed room information, specific 
sensor information, or the definition of the participants roles. 
The USEd tool has been used to create, edit and tune user scenarios in ambient intelligence 
environment (especially in smart room). The tool proved to be not only usable add-on to the 
SitCom in cases of simulated scenarios creation and editing but also fast tool for 
transformation of video recordings into the user scenarios. 
 
Usage of the framework and applications was demonstrated in three use cases, where a 
subset of tasks was used. Results of the use cases showed that both tools are usable and they 
are able to work with data and visualize them.  
 

 
Fig. 14. Visualization of cognitive load of the user (black sitting person). 
 
In the future work, we would like to focus on improvement of visualization in order to 
increase value of the visual analysis in evaluation of the ambient intelligence application. 
Currently, the visualization and data collection focus on behaviour of the user, like her/his 
position, her/his movement, head direction or detection of speech. We would like to add 
more information about the user interaction with objects in the environment. Such a type of 
visualization is closely linked up with the user model. This means that the advantage of this 
type of visualization is, that we can directly estimate the user cognitive load from the 
available data (user interaction log files). The cognitive load is rising, when the user is doing 



Ambient Intelligence106

 

interactions, which are not expected by the developer, or the user is not sure how to 
continue to finish her/his task, and so on. By means of this visualization tool the evaluator 
gets instantly the global overview of the user performance (together with idea about critical 
points in the user interface investigated). The potential tool that can visualize behaviour of 
users (avatars) might generate the output given in Fig. 14. In such a way it is possible to 
investigate detail behaviour of individual users in complex situations. By means of colours 
it is possible to mark visually some specific features (parameters) of avatars that occurred in 
specific situations (in this case the cognitive load of the user in particular situations).  
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1. Introduction 
 

The vision of Ambient Intelligence (AmI), that expresses a paradigm in information 
technology, is based on the increasing technological advances in embedding computational 
power, information and sensing capabilities into everyday artefacts and environments 
(Ducatel et al., 2001). Intelligent environment is a technological concept that, according to 
Mark Weiser, is "a physical world that is richly and invisibly interwoven with sensors, actuators, 
displays, and computational elements, embedded seamlessly in the everyday objects of our lives, and 
connected through a continuous network" (Weiser, 1991). Consequently, the computational 
model of this kind of environments can be analysed as a large collection of networked 
artefacts. 
The use of embedded systems to control artefacts, tools and appliances has been common 
practice for almost two decades now. With every new generation, these controllers provide 
an ever increasing list of capabilities in the form of assistance, information, and 
customization. However, it is the addition of communication capabilities that changes the 
perspectives of what such systems can do: gather information from other sensors, real 
objects and computers on the network, or enable user-oriented customization and 
operations through short-range communication (Cook & Das, 2004).  
For this, AmI technological infrastructures must be able to spontaneously reconfigure 
themselves and grow from the available, purposeful artefacts in order to become effective in 
the real world. Recent approaches are based on exploiting the affordances of real artefacts 
by augmenting their physical properties with the potential of computer based support 
(Streitz, 2007). Combining the best of both worlds requires an integration of real and virtual 
worlds resulting in hybrid worlds. 
Despite the current availability of technology, there is a notorious absence of large scale 
settings. In this context, the fundamental question is what kind of intelligent interfaces is 
needed to access a large federation of artefacts within an AmI scenario. In this scenario, each 
one of the hybrid artefacts or controllable resources should be designed to allow plug and 
play integration in an AmI multimodal architecture (Dahl et al., 2008). 
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According to the convincing demonstration of Byron Reeves and Clifford Nass, the 
interactions with computers, television, and new communication technologies are identical 
to real social relationships and to the navigation of real physical spaces (Reeves & Nass, 
1996). In this perspective, it is reasonable to assume, for instance, that people would talk 
naturally with a household appliance. 
The design of natural language applications that allow people to talk with machines or 
computers, in the same way that they talk with each other, is materialized under the form of 
a Spoken Dialogue System (SDS) (Zue & Glass, 2000; McTear, 2004), having constituted a 
natural interface, where the use of speech is privileged. 
Currently, it is unrealistic to consider a real existence of an autonomic SDS embedded into 
each one of the environment’s artefacts, because of real hardware limitations. Nevertheless, 
the coordination and collaboration between a set of autonomic SDS is, per se, a huge 
challenge. 
In order to achieve AmI interaction via SDS (Minker et al., 2009) each controllable resource 
should implement, at least, an adequate semantic interface to expose the resource’s 
functional capabilities at knowledge level (Newell, 1982). Nevertheless, this semantic 
interface is not only for exclusive use of the SDS because it can be also freely used by other 
concurrent systems. 
Essentially, a semantic interface is a collection of task descriptors used to expose artefact’s 
functional capabilities, and is sustained by a set of concepts that are atomic knowledge 
units. The mining of a concept can be previously established or can be dynamically inferred 
comparing its linguistic knowledge or its semantic references to internal or external 
knowledge source nodes (Filipe & Mamede, 2008; Filipe & Mamede 2009). This approach 
focus on the representation and management of the environment's knowledge aims to 
satisfy dialogue management needs related to the environment semantic interoperability. 
For this, an environment Knowledge Aggregation Process (KAP) built-in a distributed 
Environment Interaction Manager (EIM) manages federations of resources within an AmI 
holistic vision (Aartsa & Ruytera, 2009). 
Summarizing, our contribution enables spontaneous reconfiguration of SDS, within an AmI 
holistic vision, to provide speech natural interaction. Section 2 gives an overview of the state 
of the art in SDS. Section 3 presents relevant issues about spontaneous portability. 
Section 4 gives an overview of the knowledge modelling approach for semantic interface 
design. Section 5 describes the Knowledge Aggregation Process (KAP). Section 6 presents 
the experimental setup describing practical issues as well. Section 7 summarizes the 
contribution's main topics, conclusions and future work. 

 
2. Spoken Dialogue Systems 
 

The origins of SDS can be traced back to Artificial Intelligence (AI) research in the 1950s 
concerned with developing conversational interfaces. The research of SDS is commonly 
considered a branch of human-computer interaction, although its origins are generally 
rooted in the automatic speech recognition community.  
However, it is only within the last decade or so, with major advances in speech technology, 
that large scale working systems have been developed and, in some cases, introduced into 
commercial environments. The integration of components into a working system is still an 
important key issue (McTear, 2004). 
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Typically, a SDS is used to access the data source of the domain often materialized under a 
relational database. The traditional interaction cycle starts when the user’s request, which is 
captured by a microphone, provides the input for the Speech Recognition component. Next, 
the Language Understanding component receives the recognized words and builds the 
related speech acts. The Dialogue Manager (DM) processes the speech acts, accesses the 
Data Source and then calls the Response Generation component to generate a response 
message for the user. Finally, the message is processed by the Speech Output component to 
produce speech. The response of the SDS can be final or a request for clarification. When 
everything is acceptable, a final answer is produced based on the obtained external data. 
Fig. 1 shows a typical logical flow through SDS components architecture to access the 
domain data source, typically sustained by a relational database. 
 

 
Fig. 1. Logical flow through SDS components 
 
Current trends are putting more research emphasis on aspects of psychology and linguistics. 
Speech-based human-computer interaction faces several challenges in order to be more 
widely accepted. One of these challenges is the domain portability.  

 
3. Spontaneous Portability 
 

This section describes spontaneous domain portability issues, focusing a dynamic domain 
interaction within an AmI vision. 
The design of a DM can be customized to new domains in which different dialogue 
strategies can be explored, concerning only phenomena related to the dialogue with the 
user, focusing on dialogue and on discourse strategies. The DM component should not be 
involved in the process of accessing a background system or performing domain reasoning.  
This divide to conquer approach assumes that practical dialogue and domain-independent 
hypothesis are true (Allen et al., 2000). The reason is that typical applications of human 
computer interaction involve dialogue focussed on accomplishing some specific task. 
Assuming this, the bulk of the complexity in the language interpretation and dialogue 
management is independent of the task being performed. In this context, a clear separation 
between linguistic dependent, and domain dependent knowledge, is needed for reducing 
the complexity of SDS typical components, specially the DM. 
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For this, should be considered another component of SDS architecture, which handles these 
features, namely a Domain Knowledge Manager (Flycht-Eriksson, 2000). This component is 
in charge for retrieving and coordinating knowledge from the different domain knowledge 
sources and application systems, traditionally named background system. In these 
circumstances, this approach allows the customization of the DM enabling domain 
portability and easy configuration of the SDS architecture. 
However, in this paper, the SDS is seen as a computational entity that allows universal 
access to AmI. In this interaction scenario, the SDS should be a computational entity that 
allows access to any resource by anyone, anywhere, at anytime, through any media or 
language, allowing its users to focus on the task, not on the tool. 
Nevertheless, a traditional SDS cannot be directly used to interact with an intelligent 
environment, due lack of spontaneous portability, because of the fact that SDS are not 
ubiquitous yet. Within a ubiquitous domain, one does not know, at design time, all the 
resources that will be available. To address this issue, an approach for SDS architecture 
improvements and knowledge modelling for semantic interface design is needed (Filipe, 
2007; Filipe & Mamede, 2008; Filipe & Mamede, 2009). 
The SDS customization for AmI access, allowing spontaneous configuration, is supported by 
the proposed Environment Interaction Manager (EIM) (see Fig. 2). 
 

 
Fig. 2. SDS customization via EIM 
 
The main goal of the EIM is to support the communication interoperability between the SDS 
and a set of controllable resources, performing the environment’s knowledge management 
for allowing spontaneous configuration. For this, the EIM includes a knowledge model (see 
Section 4) that represents all the aggregated resource’s semantic interfaces. 
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For instance, when it refers to an indoor environment, the knowledge reflects the plan or 
physical organization of the building and the SDS controllable resources. The building is 
modelled as a spontaneous aggregation “part-whole” of controllable resources. Each 
resource shares a semantic interface that exposes its functional capabilities and makes 
possible its manipulation by the SDS. The building itself is seen as a large controllable 
resource that aggregates minor resources, such as floors, rooms, entrance halls, foyers. Each 
one of these resources can aggregate other resources that control, for instance, doors, 
windows, elevators, environment controls, multimedia controls, appliance controls and so 
on. 
When a resource, designated by “part”, is activated, a discovery protocol searches the 
nearest resource, designated by “whole”. After that, KAP is executed, in the context of the 
“whole”, merging the knowledge built in the semantic interface of the “part” (to the 
“whole” knowledge model) and propagates the changes to related building parts. 
In order to allow a large federation of resources, managed by the EIM, several aggregation 
levels are considered (see Fig. 2). A controllable resource is distinguished by a different 
identifier (R1 … Rn) and can be aggregated to another resource belonging to an upper level 
or directly to EIM. The last aggregation level, the level of the EIM, holds all the existing 
resources semantic interfaces that can represent, for instance, an entire building. 

 
3.1 Adaptive Interface 
In order to allow flexible behaviour in SDS interaction, the DM must be able to handle under 
specified requests (when user provides only partial information). The DM must decide 
which task should be performed. Our approach recommends the use of domain dependent 
knowledge, for instance, in a particular domain the user’s preferred choice may be “turn-on 
the light” for the request “turn-on”, but in another domain without lights, the best choice is 
certainly different. 
Since the DM must not know the EIM’s domain model, the DM must submit requests to be 
answered by EIM. For this, an adaptive and easy to use EIM’s interface is needed (Filipe et 
al., 2007; Filipe et al.; 2008). The EIM presents to the Dialogue Manager (DM) an aggregated 
view of the environment. In this architecture (see Fig. 2), a clear separation is assumed 
between discourse or dialogue dependent issues (DM job) and domain dependent issues 
(EIM job). 
The ideas behind this adaptive interface are based on the relative weight (relevance) of each 
concept, which is included in the request. Two independent ranking, for tasks and 
resources, are used to compute the best task-resource pairs. The interfaces accept as input a 
list of pivot concepts. The concepts reference tasks and resources, which are translated to 
points credited in the respective or task or resource rank. 
In some cases, this ranking algorithm conduces to situations where the tasks or resources 
have similar or even the same ranking position. In this situation, the best task-resource pair 
is not clearly determined, demanding for large clarification dialogues. 
One way to address this issue is by endowing the DM with the ability to interactively learn 
dialogue strategies, namely by using reinforcement learning approaches (Henderson et al., 
2005; Schatzmann et al., 2006).  
However, although this kind of approaches present interesting characteristics in what 
concerns learning of dialog strategies, they suffer from well-known drawbacks for online 
operation, especially in what concerns the number of interactions needed for convergence, 
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which restricts their application mainly to offline processing. On contrary, in online 
dynamic environments, the user interactions are relatively scarce and the SDS must be able 
to adapt its operation taking advantage of these limited interactions. 
The main focus of the adaptive interface is not on learning complex dialogue strategies, but 
on dynamically adapting the relevance of task-resource pairs according to user interaction, 
watching the selection or rejection expressed in previous user’s clarification dialogues. As an 
example, let’s consider the case where the user is in the kitchen and selects the task 
“turn-on”. Since “turn-on” must refer to some resource, SDS asks the user to specify the 
resource he/she wants to refer (e.g., a microwave oven, or the ceiling lights). Therefore, the 
DM must decide about which resources it should ask the user first. Consequently, some 
form of resource relevance is needed to enable the selection of resources according to the 
selected task and the previous history of user’s interaction. 
To allow for a dynamic adaptation considering the relevance of resources, a simple 
implementation of the activation potential model should be made, following the Agent Flow 
Model proposed by Morgado and Gaspar (Morgado & Gaspar, 2004). 

 
4. Semantic Interface 
 

This section gives an overview of the most relevant components of the knowledge model 
that holds the design of the semantic interface, which includes four independent knowledge 
components: the discourse model, the task model, the world model, and the events model. 
 

 
Fig. 3. Semantic Interface Knowledge Model 
 
Additionally, external ontological knowledge components are also considered to allow the 
integration with domain ontologies and upper ontologies (see Fig. 3). 

 
4.1 Discourse Model 
The discourse model defines a conceptual support, grouping concept descriptions, used 
essentially to express functional resource capabilities. The mining of a concept is previously 
established or is inferred at runtime by KAP, comparing its linguistic descriptors or its 
semantic descriptors. For instance, a semantic descriptor can include a Uniform Resource 
Identifier (URI) that points to external ontology nodes. 
A concept descriptor defines an atomic unit of knowledge and maps linguistic knowledge 
into domain knowledge. Essentially, a concept maps a set of URIs into a set of terms or more 
generically into a set of Multi-Word Unit (MWU). Concepts declarations include linguistic 
and semantic parts organized according to main kinds, which are: “task”, “role”, “event”, 
“name”, and “constant”. Concepts of kinds “action” or “perception” hold task names. A 
perception task cannot modify the state of the environment, whereas, an action task can. 
Concepts of kinds “collection” or “quantity” hold task roles (parameters or arguments). The 
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kind “collection” is used to define sets of constants (represented also by concepts such as 
white, black, red, …) to fill task roles (colour, shape, texture, …). The kind “quantity” is 
about numbers (integer, real, positive, …) and the “unit” kind is for measures (time, power, 
…). The kind “event” holds event names. The kind “name” holds resource or class names.  
In order to ensure the availability of vocabulary to refer the represented concepts, concept 
descriptions include linguistic properties. Each Word (or term), has a part of speech tag, 
such as noun, adjective, verb, adverb; a language tag, such as “pt-PT”, “pt-BR”, “en-UK” or 
“en-US”; and an optional phonetic transcription. The linguistic description holds a list of 
words, or more generically a MWU, referring linguistic variations associated with the 
concept, such as synonyms, acronyms and even antonyms. 
Fig. 4 shows a mind map of a concept descriptor. 
 

 
Fig. 4. Concept Descriptor 
 
Concept descriptors can also hold semantic references typically characterized by a Universal 
Resource Identifier (URI). The semantic description supports references to domain 
knowledge sources (domain hierarchy, domain ontologies) or global knowledge sources, 
(upper ontologies or a lexical database, such as WordNet). A concept description must 
include at least one URI for local reference. 
The references about knowledge sources must be unique in the same knowledge model and 
must be encoded using a particular data format to allow a unique identification of the 
referenced concept. The syntax of the knowledge source references does not need to be 
universal; it is enough that each particular knowledge source shares the same syntax. 
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4.2 Task model 
The task model contains one or more task descriptions, based on concepts previously 
declared in the discourse model. Fig. 5 shows a mind map of a task descriptor. 
A task descriptor is a semantic representation of a task that holds a task name and, 
optionally, a role input and/or output list. A role describes an input and/or output task 
argument or parameter. An input role has a name, a range, and a restriction. 
The role restriction is a rule that is implemented as a regular expression and is optional. An 
output role is similar to an input role with an optional default constant. 
The initial and final rules perform environment state validation: the initial rule (to check the 
initial state of the world before a task execution) and the final rule (to check the final state of 
the word after a task execution). These rules, also implemented as regular expressions, can 
refer to role names and constants returned by perception task calls. 
 

 
Fig. 5. Task Descriptor 

 
4.3 World Model 
The world model contains descriptions about one or more resources (the “whole” and its 
“parts”) properties. These descriptions refer mandatorily to concepts previously declared in 
discourse model including, for instance, name, and optionally physical properties (colour, 
shape, …) that are known by the SDS user and are typically used to indentify or select a 
resource within a user request. Optionally, a resource description refers to one or more 
classes symbolized in the domain ontologies. 
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Fig. 6 shows a mind map of a resource descriptor. 
 

 
Fig. 6. Resource Descriptor 

 
4.4 Events Model 
The events model contains descriptions of events supported by concepts also declared in the 
discourse model. These descriptions are similar to task descriptions only with name and 
input roles. An event is a notification about an expected or unexpected environment state 
modification. The events model supports the reactive behaviour of the EIM and is used to 
notify the DM of the SDS about the environment changes. 

 
5. Knowledge Aggregation Process 
 

The main goal of the Knowledge Aggregation Process (KAP) is to update on-the-fly the 
knowledge model of a resource semantic interface “whole”, merging the knowledge 
originated by one “part”, that is also a resource. Generally, it is assumed that each resource 
holds its own built-in semantic interface. However, due to hardware limitations, the 
semantic interface can be maintained and virtualized by other computational entity. 
At its starting point, KAP puts side by side concepts and tasks descriptions using similarity 
criteria: 

(a) Two concepts are similar when its domain or global URIs is the same or its 
linguistic descriptors are literally equal. When the kind of the concepts is 
“collection”, its member constants must be also similar; 
(b) Two tasks are similar when its descriptions are literally equal; 

In order to update the knowledge model of a “whole”, KAP follows the next four steps: 
(1) For each concept in “part”, without a similar (a) in “whole”, is added a new 
concept description to “whole” discourse model; 
(2) For each task in “part” without a similar (b) in “whole” is added a new concept 
description to “whole” task model; 
(3) A new resource description is added to “whole” world model; 
(4) The resource description is linked to the updated tasks descriptions. 
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6. Experimental Setup 
 

The experimental setup is based on our simulator, originally developed for Portuguese 
users. Fig. 7 shows a screen with a summary of the current knowledge model. 
 

 
Fig. 7. Screen of the simulator with the summary of the model 
 
The simulator incorporates an elementary dialogue manager and allows the debug of an 
invoked task analyzing the interaction with the target resource. Is possible to debug KAP 
execution, execute tasks, and observe its effects on the environment. We can also consult 
and print several data about each resource semantic interface. Currently, the simulator holds 
approximately a total of one thousand concepts and one hundred tasks. 
It is possible to query the simulator about detailed descriptions of the represented concepts. 
Fig. 8 shows a screen of the simulator with the description (English) of the microwave oven 
concept in the current knowledge model, according to its definition in WordNet (Fellbaum, 
1998). 
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Fig. 8. Screen of the simulator with description of microwave oven concept 
 
Considering that the environment is characterized by an arbitrary set of resources, 
physically supported by augmented artefacts, such as appliances, furniture, or ambient 
controls the simulator makes available several autonomic resource simulators, such as air 
conditioning, freezer, fryer, light source, microwave oven, table, water faucet, window, and 
window blind. 
Fig. 9 shows part of the class hierarchy of resources available in the simulator. 
 

 
Fig. 9. Part of the simulator class hierarchy 
 
The class hierarchy does not need to be complete because it can be improved as new 
resources are dynamically added. 
These resources are activated to simulate and intelligent environment, composed by several 
floors and rooms defining aggregation levels that can be used, for instance, to model 
dwellings. A room is modelled as a resource that aggregates other resources physically 
present in that room, such as kitchen, living room, dinning room, and bedroom. A floor is a 
resource, which aggregates its physical parts generically named by rooms. At top level of 
the simulation, EIM includes a knowledge representation of the entire building. 
For instance, when the SDS user demands “turning on the light”, the simulator of the light 
source, aggregated by KAP as part of the kitchen simulator, executes the request turning on 
the kitchen light indicating by default thirty percent of luminosity. 
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Fig. 10 shows the screen of the kitchen light simulator, with its properties and state data, 
after the execution of the request “turning on the light”. 
 

 
Fig. 10. Screen of the kitchen light simulator 
 
For instance, when the SDS user demands “defrosting hamburger”, the simulator of the 
microwave oven, aggregated by KAP as part of the kitchen simulator, executes the request 
indicating the automatically select power (300 watts – see symbol) and duration (8 minutes) 
of the defrosting process. 
 

 
Fig. 11. Screen of the microwave oven simulator 
 
Fig. 11 shows the state of the microwave oven simulator after the execution of the request 
“defrosting hamburger”. 
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In order to start the defrosting process, after closing the door of the microwave, the user 
must confirm its previous intention indicating the request “turning on the microwave”. 
Fig. 12 shows the screen of the fryer simulator after the execution of the request: “frying 
Chinese spring rolls”. This screen shows the automatically select temperature (180 ºC) and 
duration (7 minutes) of the frying process. 
 

 
Fig. 12. Screen of the deep fryer simulator 
 
Fig. 13 shows the screen of the freezer simulator after the execution of the request “what is 
the amount of carrots?”. The table in the simulator shows the selected type of food. However, 
in this case the dialogue manager also returns the answer “1 package with 300 g”. 
 

 
Fig. 13. Screen of the simulator of the freezer simulator 
 
The simulator includes also the treatment of more complex user’s requests, for instance, 
involving relational operators. For example, the request “what is the food with amount less than 
five” is redirected to the freezer simulator, by the kitchen simulator, producing the list of 
food with amount less than five. 
The concept “carrot” (in Portuguese “cenoura”) is included in the microwave oven and in 
the freezer simulators interfaces. However, the EIM has only one definition of the concept 
“carrot” in its knowledge model automatically declared by KAP at runtime. 



Ambient Intelligence122

 

7. Concluding Remarks 
 

Current technologies require human intervention to solve environment reconfiguration 
problems. The growth in pervasive computing will require standards in real objects 
interoperability to achieve AmI vision. In order to face this issue, a more human like way of 
interaction is proposed including spoken natural language support within intelligent 
environments. Our proposal tries to improve the configuration features of the SDS 
architectures with a semantic-based approach allowing an autonomic design of semantic 
interfaces, which are used to describe resource capabilities. For this, was proposed EIM 
(Environment Interaction Manager) SDS component and KAP (Knowledge Aggregation 
Process) to deal, at runtime, with federations of resources. In this context, the computational 
environment can handle completely new resources of unknown or unseen classes, trying to 
cover the ubiquitous essence of natural language. 
The presented ideas have been applied with success implementing the spontaneous 
configuration of knowledge-based resources. The proposed semantic-based approach, 
supported in the field by the EIM, is a significant contribution to improve the portability, 
scalability and, simultaneously, the robustness of the SDS being developed in our lab. 
Currently, our work is based in the kitchen environment. However, we intend to generalize 
the use of the SDS natural interface to support inhabitants’ activities, for instance, to 
optimize climate and light controls, item tracking and general use items, automated alarm 
schedules to match inhabitants’ preferences, and control of media systems. 
In the near future, we aim to study more deeply the knowledge replication versus 
knowledge integration rate. We expect to prove, for the upper aggregations levels, an 
interesting knowledge integration rate, due to the reuse of similar concepts and tasks within 
the same intelligent environment. 
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Abstract

Today we are witnessing a major reconsideration of the computing paradigm, as evidenced
by the abundance and increasing frequency of use of novel terms such as ambient intelligence,
ubiquitous computing, disappearing computer, grid computer, global computing and mobile ad-hoc
networks. Systems that can be described with such terms are of a dynamic, with no clear phys-
ical boundary, nature and it seems that it is impossible (or, at least, difficult) to define sharply
a number of important properties holding with certainty and throughout the whole lifetime
of the system. In this chapter we propose a new paradigm for the concept of trust that can be
applicable to describing trust related properties in evolving, “boundary-transcending”, com-
puting systems. This paradigm is founded on the interaction between formal logic and thresh-
old phenomena, i.e. properties of large combinatorial structures that can be proved to emerge
with certainty, as the system evolves. We define a number of notions of trust within these
frameworks and pinpoint their inherent weakness in providing clear and measurable trust
properties. We then argue that trust in dynamic, global computing systems must, necessarily,
incorporate, to some degree, some non-formalizable elements, such as common sense and in-
tuition in order to overcome formalism’s weaknesses and result in a pragmatic notion of trust
applicable to today’s new computing paradigms.
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1. Introduction

Although it is rather straightforward to assert that we trust a person stating, at the same time,
the reason behind our attitude towards the person (e.g. good previous collaboration, absence
of hostile moves from this person etc.), it seems very difficult to come to a conclusive trust
statement when we confront a device (e.g. mobile phone, wireless computing node, company
server etc.) which we must use in order to perform a necessary task (e.g. but a book on-line).
Although in a sufficiently large interconnected system, like the nodes composing an sensor
network, all pairs of entities are only a few communication hops apart, and thus if we cannot
assert trust towards an entity, some other entity we trust could be of help, there are two major
obstacles to the applicability of this approach: i) trust does not seem to possess “nice” logi-
cal properties that can support formal deduction processes like, for instance, the transitivity
property implied above, and ii) decisions as to whether we should trust an entity often have
to be made within an infinitesimal time interval (for instance, when an electronic transaction
is pending and needs to be completed soon) and, thus, automation in trust manipulation is a
highly desirable property of any formalization of the trust concept.
It is true that trust is a notoriously difficult concept when applied to machines and general
computing systems. Many attempts towards a viable definition are primarily based on the
intuition as to what are the desirable and non-desirable properties of a specific target sys-
tem. Such a definition seems to be especially difficult to apply within the realm of the new
computing paradigm that seems to have evolved over the past few years. This paradigm is
a result of technological advances that made possible the construction of inexpensive, small
and equipped with wireless communications capabilities computing devices which are able
to form large, “shapeless”, boundless, global computing systems. As difficult as it is to de-
fine, trust, nevertheless, plays a major role in the viability and usability of such a complex
system. The most interesting areas of ubiquitous systems’ security include trust management
problems. Accountability and trust management pose new research problems because of the
transient and decentralized nature of typical ubiquitous systems. Moreover those systems
require interaction between large numbers of different unknown indemnities. A global trust
evaluation model becomes necessary in this situation to determine the trust for each other and
it must provide a computational representation of trust.
There is much ongoing research on the development and analysis of new trust management
models for complex and dependable computer systems. Blaze et al. in (Blaze et al., 1996) pro-
posed the application of automated trust mechanisms in distributed systems. Josang (Josang,
1996) focuses on the strong relationship between the issue of trust and the security concepts.
Moreover a number of schemes for the design of a secure computer framework have been
proposed (see (Eschenauer et al., 2002), (Hubaux et al., 2001)) which are based on automated
trust management protocols. The propagation and composition of trust information is of piv-
otal research interest and many research papers (see (Guha et al., 2004; Kamvar et al., 2003;
Richardson et al., 2003; Theodorakopoulos & Baras, 2004)) have proposed solutions. Grandi-
son and Sloman try to see the trust as a belief (Grandison & Sloman, 2000). Based on a brief
analysis they formulate the trust as a firm belief in the competence of an entity to act dependably,
securely and reliably within a specified context. Moreover they establish the trust as a compo-
sition of several different attributes - such as reliability, dependability, honesty, truthfulness,
security, competence, and timeliness - which may have to be considered depending on the
environment in which trust is being specified. Here we take a different direction, we follow
Dimitrakos’ (see (Dimitrakos, 2001; Dimitrakos & Bicarregui, 2001)) definition of trust. We be-
lieve that the trust of a party A in a party B is the measurable belief of A in B behaving dependably for

a specified period within a specified context in relation to X. Here we define the trust for a service X
as a service requestor A to a service provider B for a service X. Thus, A and B are interlinked
with a trust relationship, directed from A to B.
In this chapter, we provide some considerations and questions as to the extend to which trust
can be mechanized and be based on formally definable properties that hold, almost certainly,
in the limit in randomly growing combinatorial structures that model “shapeless” computing
systems (e.g. dynamic ambient intelligence networks). We draw on results that establish the
limit behavior of predicates written in the first and second order logic. Our central viewpoint
is that dynamic, global computing systems are not amenable to a “static”, completely formal
definition of trust. We, rather, believe that trust should be a statistical, asymptotic concept to be
studied in the limit as the system’s components grow according to some growth rate. Thus,
our main goal is to define trust as an emerging system property that “appears” when a set
of properties hold, asymptotically, almost certainly in random communication structures that
model computing systems and the interaction between constituent devices. This requires,
first, that one adopts a random graph model that best suits the target dynamic system (net-
work). Then a number of properties that model facets of trust are stated using first order logic
or some second order logic fragment. Moreover, conditions are established under which these
properties appear (or do not appear) in the limit, as the system grows.
The remainder of the chapter is organized as follows. The next section contains the basic ran-
dom graph models that are currently used to model networks. Section 3 presents properties
that model facets of trust using first order logic or some second order logic fragment of graphs.
Section 4 contains a formal description of a generic trust model based on the Intersection Ran-
dom Graph model and fixed radius graph model. Section 5 presents the conditions under which
these models exhibit threshold behavior. Section 6 defines natural properties of these models
that emerge though local trust interactions (trust edges of the model). Section 7 uses unde-
cidable statements on random graphs that show the limitations of the formal approach. In
Section 8, we discuss an important weakness that arises in any formal trust framework. We
conclude in Section 9 with a summary of our discussion and some ideas for future research.
Finally, preliminary portions of this work appeared in (Liagkou et al., 2007) and (Liagkou
et al., 2009).

2. Random Graph Models For The Global Computing Paradigm

As we discussed above, the departure point of our work is that dynamic, “boundary-
transcending”computing systems, are not amenable to a static viewpoint of the trust concept,
no matter how this concept is formalized. Thus, our main goal is to define trust as an emerg-
ing relationship among entities of the system, that “appears” when a set of properties hold,
asymptotically, almost certainly in random communication structures that model computing
systems and the interaction between constituent devices. And one of the most well studied
and most intuitively appealing formalism for studying emergent properties is the graph. This
trust metric model can be used to evaluate trust assertions in a distributed information sys-
tem. Generally, directed graphs can be used to represent and answer the following questions:
A trusts B, A trusts C, B trusts D, C trusts D, when trust is assumed to be a binary, directed
relationship. In order to evaluate trust between two or more entities, we can assign weights
(or believe estimates) to the degree of trust given on the trust relationship. The trust as a nu-
merical value, weighted edges can be introduced in the Strust graph model T. These weights
can provide primary data for acquiring a trust value. As long as trust values are just com-
plete definable (e.g. A trusts B and C, no trust statement is expressed to all the other entities),
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it is quite easy to represent a trust metric in a weighted directed graph and make suitable
deductions using, for instance, belief propagation techniques or Bayesian reasoning.
However, things may get complicated if very large community graphs are involved, that
evolve in an unpredictable way, such as the WWW society (see (Bollobás, 2001) for a thor-
ough treatment of threshold phenomena in relation to random graph properties).
In this subsection we will refer to the basic random graph models that are currently used to
model entities and relations among them as graphs: nodes represent entities and edges among
entities represent relations (e.g. a “trust” declaration). But why “random”? Randomness in
the graph model has been studied extensively and many rigorous results exist for proving that
evolving graphs have a number of interesting, emerging, global properties. But this is a mat-
ter of convenience in proving things about big structures, such as the dynamic networks and
its trust relationships. Actually, randomness is a way to model the unpredictability of how the
network structure changes by the addition (and deletion) of huge numbers of links (communi-
cation links or trust relationships in our case) on a daily basis. Since unpredictability without
any previous knowledge about possible biases permits the “full randomness” assumption,
random graphs may uncover many interesting properties of the network graph.
We will assume from now on, for simplicity, that trust relationships are symmetric and no
weights (i.e. trust strength estimates) exist for these relationships. The basic definitions can be
extended but we will refrain from doing so in order to exemplify the basic techniques. In what
follows, by n we will denote the number of network nodes and by Ω the set of all possible (n

2)
edges between these nodes.

• Model Gn,m: select the m edges of G by selecting them uniformly at random, indepen-
dently of one another from Ω.

• Model Gn,p: include each edge of Ω in G independently of the others and with proba-
bility p.

• Model Gn,R0,d : generate n points in some d-dimensional metric space uniformly at ran-
dom and draw an edge between two points only if their distance is at most R0.

• Model Gk,m,p: each node i of the k available creates a set Si by selecting uniformly at
random each of the available m objects with probability p. Then an edge is formed
between two nodes i, j only if Si ∩ Sj �= ∅. This is the random intersection graph model.

There is also another very useful graph model, called the scale-free graph model (see (D. Alder-
son and et al., 2006) for definitions and results related to this model) which is found to ac-
curately model real, fixed topology networks. This model, however, cannot model dynamic,
structureless networks and we will not refer to it further in this chapter. Our focus will be the
random intersection graph model (see Subsection 5.2).

3. A Brief Introduction To The First And Second Order Language Of Graphs

3.1 First order language of graphs
We are interested in discovering conditions under which a random graph model displays
threshold behavior for certain properties that can also be relevant to trust or security issues. In
this subsection we will be focused on properties expressible in the first order language of graphs.
This language can be used to describe some useful (and naturally occurring in applications)
properties of random graphs under a certain random graph model using elements of the first
order logic.
The alphabet of the first order language of graphs consists of the following (see, e.g., (Spencer,
2001)):

• Infinite number of variable symbols, e.g. z, w, y . . . which represent graph vertices.

• The binary relations “==” (equality between graph vertices) and “∼” (adjacency of
graph vertices) which can relate only variable symbols, e.g. “x ∼ y” means that the
graph vertices represented by the variable symbols x, y are adjacent.

• Universal, ∃, and existential, ∀, quantifiers (applied only to singletons of variable sym-
bols).

• The Boolean connectives used in propositional logic, i.e. ∨,∧,¬,=⇒.

An example of graph property expressible in the first order language of graphs is the existence
of a triangle:

∃x∃y∃w(x ∼ y) ∧ (y ∼ w) ∧ (w ∼ x).

Another property is that the diameter of the graph is at most 2 (can be easily written for any
fixed value k instead of 2):

∀x∀y[x = y ∨ x ∼ y ∨ ∃w(x ∼ w ∧ w ∼ y)].

However, other equally important graph properties, like connectivity, cannot be expressed in
this language.
We will now define the important extension statement in natural language, although it clearly
can be written using the first order language of graphs (see (Spencer, 2001) for the details):

Definition 3.1 (Extension statement As,t). The extension statement As,t, for given values of s, t,
states that for all distinct x1, x2, . . . , xs and y1, y2, . . . , yt there exists distinct z adjacent to all xis but
no yj.

The importance of the extension statement Ar,s lies in the following Theorem. When applied
to the first order language of graphs,

Theorem 3.1. Let G to be a random graph with n nodes and Ar,s to be an extension statement, then
if Ar,s for all r, s limn→∞ Pr[G has Ar,s] = 1, then for every statement A written in the first order
language of graphs either limn→∞ Pr[G has A] = 0 or limn→∞ Pr[G has A] = 1.

The connection between threshold properties and first order logic was first noted by Fagin in
the seminal paper (Fagin, 1976).
In Section 4 we will describe a simple trust model based on the intersection random graph
model and in Subsection 5.2 we will provide conditions under which this model displays
threshold behavior and, thus, has (or has not) certain properties related to trust.

3.2 Second order language of graphs
Although the extension property can be used in order to settle the existence of thresholds for
all properties expressible in the first order language of graphs in any random graph model,
things change dramatically when properties are considered that are expressed in the second
order language of graphs.
The second order language of graphs is defined exactly as the first order language (see Sec-
tion 3.1) except that it allows quantification over subsets of graph vertices (predicates) instead
of single vertices. An example of such a property follows (see, e.g., (Jukna, 2001)).

Definition 3.2 (Separator). Let F = {F1, F2, . . . , Fm} be a family of subsets of some set X. A
separator for F is a pair (S, T) of disjoint subsets of X such that each member of F is disjoint from
either S or from T. The size of the separator is min(|S|, |T|).
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properties of random graphs under a certain random graph model using elements of the first
order logic.
The alphabet of the first order language of graphs consists of the following (see, e.g., (Spencer,
2001)):

• Infinite number of variable symbols, e.g. z, w, y . . . which represent graph vertices.

• The binary relations “==” (equality between graph vertices) and “∼” (adjacency of
graph vertices) which can relate only variable symbols, e.g. “x ∼ y” means that the
graph vertices represented by the variable symbols x, y are adjacent.

• Universal, ∃, and existential, ∀, quantifiers (applied only to singletons of variable sym-
bols).

• The Boolean connectives used in propositional logic, i.e. ∨,∧,¬,=⇒.

An example of graph property expressible in the first order language of graphs is the existence
of a triangle:

∃x∃y∃w(x ∼ y) ∧ (y ∼ w) ∧ (w ∼ x).

Another property is that the diameter of the graph is at most 2 (can be easily written for any
fixed value k instead of 2):

∀x∀y[x = y ∨ x ∼ y ∨ ∃w(x ∼ w ∧ w ∼ y)].

However, other equally important graph properties, like connectivity, cannot be expressed in
this language.
We will now define the important extension statement in natural language, although it clearly
can be written using the first order language of graphs (see (Spencer, 2001) for the details):

Definition 3.1 (Extension statement As,t). The extension statement As,t, for given values of s, t,
states that for all distinct x1, x2, . . . , xs and y1, y2, . . . , yt there exists distinct z adjacent to all xis but
no yj.

The importance of the extension statement Ar,s lies in the following Theorem. When applied
to the first order language of graphs,

Theorem 3.1. Let G to be a random graph with n nodes and Ar,s to be an extension statement, then
if Ar,s for all r, s limn→∞ Pr[G has Ar,s] = 1, then for every statement A written in the first order
language of graphs either limn→∞ Pr[G has A] = 0 or limn→∞ Pr[G has A] = 1.

The connection between threshold properties and first order logic was first noted by Fagin in
the seminal paper (Fagin, 1976).
In Section 4 we will describe a simple trust model based on the intersection random graph
model and in Subsection 5.2 we will provide conditions under which this model displays
threshold behavior and, thus, has (or has not) certain properties related to trust.

3.2 Second order language of graphs
Although the extension property can be used in order to settle the existence of thresholds for
all properties expressible in the first order language of graphs in any random graph model,
things change dramatically when properties are considered that are expressed in the second
order language of graphs.
The second order language of graphs is defined exactly as the first order language (see Sec-
tion 3.1) except that it allows quantification over subsets of graph vertices (predicates) instead
of single vertices. An example of such a property follows (see, e.g., (Jukna, 2001)).

Definition 3.2 (Separator). Let F = {F1, F2, . . . , Fm} be a family of subsets of some set X. A
separator for F is a pair (S, T) of disjoint subsets of X such that each member of F is disjoint from
either S or from T. The size of the separator is min(|S|, |T|).
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In the context of trust, this property may be interpreted as follows. Let us assume that |Fi| = 2,
modeling an edge of a graph. Thus, the sets Fi model a graph’s links between pairs of nodes.
With this constraint, the separator property says that in a graph there exist two disjoint sets
of nodes S and T such that any set of two adjacent (i.e. communicating) nodes is disjoint
from either S or T. In other words, it is not possible to have one node belonging to one of the
two disjoint sets S and T and the other node belonging to the other. This might mean that
no two communicating nodes are authenticated by two different authentication bodies (the
two disjoint sets of nodes). Thus, the two nodes can trust each other more since they are not
authenticated by two disjoint (i.e. unrelated) authentication bodies. Each of the two disjoint
sets may form, for instance, Certification Authority (CA) providing authentication services.
In order to cast the separator property into the language of graphs, we set X to be a set of
vertices and the subsets Fi to be of cardinality 2 so as to represent graph edges. Then the
separator property can be written in the framework of the second order language of graphs as
follows

∃S∃T∀x∀y[¬(Sx ∧ Tx) ∧ (Axy → ¬(Sx ∧ Ty ∨ Sy ∧ Tx)]. (1)

Let us define another property:

Definition 3.3 (Trusted representatives). A graph G has the trusted representatives property if there
exists a set of vertices such that any vertex in the graph is an adjacent with at least one of these vertices.

A formal definition using second order logic is the following

∃S∀x∃y[Axy ∧ Sy]. (2)

The extension statement, cannot, unfortunately, be used in order to examine whether (and
under which conditions on the random graph model parameters) the separator property or
the trusted representatives property is a threshold property since these properties cannot be
written in the first order language of graphs.
However, in 1987 Kolaitis and Vardi initiated in (Kolaitis & Vardi, 1987) a research project in
order to characterize fragments of the second order logic that display threshold behavior (i.e.
they have a 0-1 law). The interested reader may consult the review paper (Kolaitis & Vardi,
2000) by the same authors. Without delving into the details, one of the important conclusions
reached at by this project is that there are second order fragments that do not have a threshold
behavior while other second order fragments do.
Let Σ1

1 denote the existential second order logic (i.e. formulas contain only existential quantifi-
cation over second order variables, that is sets). Let FO denote the first order logic formalism
and L be any fragment of FO. Then a Σ1

1(L) sentence over a vocabulary R is an expression of
the form ∃Sφ(R,S), where S is a set of relation variables and φ(R,S) is a first order sentence
on vocabulary (R,S). In general threshold behavior is not displayed by Σ1

1 (see (Kolaitis &
Vardi, 2000)). Thus, in order to discover fragments of Σ1

1 that do have such a behavior, a re-
striction is imposed on the first order part (i.e. the sentence φ written in L) of the sentences
considered. This restriction refers to the pattern of quantifiers that appear in the first order
sentence φ. Some restricted first order logics that have been studied in connection to Σ1

1 are
the following:

1. The Bernays-Schönfinkel class, which is the set of all first order sentences with quanti-
fier prefixes of the form ∃∗∀∗ (that is, the existential quantifiers precede the universal
quantifiers).

2. The Ackermann class, which is defined as the collection of first order sentences of the
form ∃∗∀∃∗ (that is the quantification prefix contains only one universal quantifier.

3. The Gödel class, which is defined as the collection of first order sentences of the form
∃∗∀∀∃∗ (that is, the prefix contains two consecutive universal quantifiers).

The separator property defined by (1) belongs to the second order fragment Σ1
1(Gödel) since it

contains (in the first order part) two consecutive universal quantifiers. On the other hand,
the trusted representatives property defined by (2) belongs to the second order fragment
Σ1

1(Ackermann) since it contains a single universal quantifier.
The trusted representatives property can be proved to be a threshold property since the sec-
ond order logic fragment Σ1

1(Ackermann) has a threshold behavior in general (see (Kolaitis &
Vardi, 2000)). This means that, asymptotically, it holds with either probability 0 or 1 depend-
ing on the random graph model parameters. On the other hand, the separator property is not
guaranteed to be a threshold property since the Σ1

1(Gödel) second order logic fragment does
not display a threshold behavior in general (see (Kolaitis & Vardi, 2000)).
Thus, sentences (properties) that can be written in fragments of second order logic that have
a threshold behavior (e.g. Σ1

1(Ackermann)) are threshold properties. However, some second
order logic fragments allow the construction of sentences that have no limiting probability
and, thus, are not threshold properties.

4. A Generic Trust Model Based On Threshold Laws For Mathematical Logic

As we mentioned in the Introduction, trust is a difficult concept to formalize and handle. What
is more, our target framework of global/dynamic computation clusters does not seem to allow
a static view of the trust concept, regardless of the way in which this concept is formalized.
Our viewpoint is that trust should be a statistical, asymptotic concept to be studied in the
limit, as the system’s components grow according to some growth rate.
The random graph models described in Section 2, each with its own definition of node ad-
jacency, seem to be suitable candidates for studying the trust concept as the asymptotic ap-
pearance of specific trust patterns in the graph. Thus, our practical viewpoint of trust in a
dynamic, global computing system is the following (see, also, Figure 1):

• First one adopts a suitable random graph model that best suits the target dynamic sys-
tem (network). For instance, if graph nodes model system components (e.g. sensors)
that move about in Euclidean space and adjacency between pairs of them is decided
according the their transmission range, the fixed radius model is a good choice for
modeling the network (see, e.g., (Liagkou et al., 2006)). If, however, one is interested
in patterns arising in the Internet graph, the preferential random graph model is best.

• Secondly, one is focused on defining a number of properties that model facets of trust
using first order logic or some second order logic fragment. Examples of such properties
is the triangle property given in Section 3.1 and the separator and trusted representa-
tives properties defined in 1 and 2 in Section 3.2. If the property can be cast into the
first order language of graphs, then one is certain that this is a certain property that
either is possessed almost certainly by the growing system or it is not possessed almost
certainly, depending on its monotonicity. Then the interesting part is to establish re-
lationships among the random graph model parameters that allow the almost certain
appearance or disappearance of the property for random systems generated according
to the chosen random graph model (this will be undertaken for the intersection graph
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In the context of trust, this property may be interpreted as follows. Let us assume that |Fi| = 2,
modeling an edge of a graph. Thus, the sets Fi model a graph’s links between pairs of nodes.
With this constraint, the separator property says that in a graph there exist two disjoint sets
of nodes S and T such that any set of two adjacent (i.e. communicating) nodes is disjoint
from either S or T. In other words, it is not possible to have one node belonging to one of the
two disjoint sets S and T and the other node belonging to the other. This might mean that
no two communicating nodes are authenticated by two different authentication bodies (the
two disjoint sets of nodes). Thus, the two nodes can trust each other more since they are not
authenticated by two disjoint (i.e. unrelated) authentication bodies. Each of the two disjoint
sets may form, for instance, Certification Authority (CA) providing authentication services.
In order to cast the separator property into the language of graphs, we set X to be a set of
vertices and the subsets Fi to be of cardinality 2 so as to represent graph edges. Then the
separator property can be written in the framework of the second order language of graphs as
follows

∃S∃T∀x∀y[¬(Sx ∧ Tx) ∧ (Axy → ¬(Sx ∧ Ty ∨ Sy ∧ Tx)]. (1)

Let us define another property:

Definition 3.3 (Trusted representatives). A graph G has the trusted representatives property if there
exists a set of vertices such that any vertex in the graph is an adjacent with at least one of these vertices.

A formal definition using second order logic is the following

∃S∀x∃y[Axy ∧ Sy]. (2)

The extension statement, cannot, unfortunately, be used in order to examine whether (and
under which conditions on the random graph model parameters) the separator property or
the trusted representatives property is a threshold property since these properties cannot be
written in the first order language of graphs.
However, in 1987 Kolaitis and Vardi initiated in (Kolaitis & Vardi, 1987) a research project in
order to characterize fragments of the second order logic that display threshold behavior (i.e.
they have a 0-1 law). The interested reader may consult the review paper (Kolaitis & Vardi,
2000) by the same authors. Without delving into the details, one of the important conclusions
reached at by this project is that there are second order fragments that do not have a threshold
behavior while other second order fragments do.
Let Σ1

1 denote the existential second order logic (i.e. formulas contain only existential quantifi-
cation over second order variables, that is sets). Let FO denote the first order logic formalism
and L be any fragment of FO. Then a Σ1

1(L) sentence over a vocabulary R is an expression of
the form ∃Sφ(R,S), where S is a set of relation variables and φ(R,S) is a first order sentence
on vocabulary (R,S). In general threshold behavior is not displayed by Σ1

1 (see (Kolaitis &
Vardi, 2000)). Thus, in order to discover fragments of Σ1

1 that do have such a behavior, a re-
striction is imposed on the first order part (i.e. the sentence φ written in L) of the sentences
considered. This restriction refers to the pattern of quantifiers that appear in the first order
sentence φ. Some restricted first order logics that have been studied in connection to Σ1

1 are
the following:

1. The Bernays-Schönfinkel class, which is the set of all first order sentences with quanti-
fier prefixes of the form ∃∗∀∗ (that is, the existential quantifiers precede the universal
quantifiers).

2. The Ackermann class, which is defined as the collection of first order sentences of the
form ∃∗∀∃∗ (that is the quantification prefix contains only one universal quantifier.

3. The Gödel class, which is defined as the collection of first order sentences of the form
∃∗∀∀∃∗ (that is, the prefix contains two consecutive universal quantifiers).

The separator property defined by (1) belongs to the second order fragment Σ1
1(Gödel) since it

contains (in the first order part) two consecutive universal quantifiers. On the other hand,
the trusted representatives property defined by (2) belongs to the second order fragment
Σ1

1(Ackermann) since it contains a single universal quantifier.
The trusted representatives property can be proved to be a threshold property since the sec-
ond order logic fragment Σ1

1(Ackermann) has a threshold behavior in general (see (Kolaitis &
Vardi, 2000)). This means that, asymptotically, it holds with either probability 0 or 1 depend-
ing on the random graph model parameters. On the other hand, the separator property is not
guaranteed to be a threshold property since the Σ1

1(Gödel) second order logic fragment does
not display a threshold behavior in general (see (Kolaitis & Vardi, 2000)).
Thus, sentences (properties) that can be written in fragments of second order logic that have
a threshold behavior (e.g. Σ1

1(Ackermann)) are threshold properties. However, some second
order logic fragments allow the construction of sentences that have no limiting probability
and, thus, are not threshold properties.

4. A Generic Trust Model Based On Threshold Laws For Mathematical Logic

As we mentioned in the Introduction, trust is a difficult concept to formalize and handle. What
is more, our target framework of global/dynamic computation clusters does not seem to allow
a static view of the trust concept, regardless of the way in which this concept is formalized.
Our viewpoint is that trust should be a statistical, asymptotic concept to be studied in the
limit, as the system’s components grow according to some growth rate.
The random graph models described in Section 2, each with its own definition of node ad-
jacency, seem to be suitable candidates for studying the trust concept as the asymptotic ap-
pearance of specific trust patterns in the graph. Thus, our practical viewpoint of trust in a
dynamic, global computing system is the following (see, also, Figure 1):

• First one adopts a suitable random graph model that best suits the target dynamic sys-
tem (network). For instance, if graph nodes model system components (e.g. sensors)
that move about in Euclidean space and adjacency between pairs of them is decided
according the their transmission range, the fixed radius model is a good choice for
modeling the network (see, e.g., (Liagkou et al., 2006)). If, however, one is interested
in patterns arising in the Internet graph, the preferential random graph model is best.

• Secondly, one is focused on defining a number of properties that model facets of trust
using first order logic or some second order logic fragment. Examples of such properties
is the triangle property given in Section 3.1 and the separator and trusted representa-
tives properties defined in 1 and 2 in Section 3.2. If the property can be cast into the
first order language of graphs, then one is certain that this is a certain property that
either is possessed almost certainly by the growing system or it is not possessed almost
certainly, depending on its monotonicity. Then the interesting part is to establish re-
lationships among the random graph model parameters that allow the almost certain
appearance or disappearance of the property for random systems generated according
to the chosen random graph model (this will be undertaken for the intersection graph
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model in Section 5.2). If the property does not seem to be amenable to definition within
the realm of the first order logic, then proceeds to the next step.
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• Following the second step, if the property under consideration can only be written us-
ing second order logic, then one examines whether the property can be cast into the
language of a fragment of the second order logic that has a threshold behavior (e.g. the
Σ1

1(Ackermann) class). Then one is certain that as the system grows the property holds
asymptotically almost certainly or almost never (again depending on its monotonocity).
However, if the property seems to be describable only in a second order logic fragment
that, in general, does not have a threshold behavior (e.g. Σ1

1(Gödel)) then this property
should be further examined as to whether it is a threshold property or not. Such a prop-
erty, called Kernel (see below for a definition) is given in (Bars, 1998) for the Gn,p model
with fixed p. It is interesting to define second order properties related to trust for a ran-
dom graph model that have no threshold behavior since they are guaranteed to hold
for a positive fraction of the random structures allowed by a random graph model.

The Kernel property, which we believe can be the prototype for discovering other non-
threshold properties, is defined in the context of directed graphs. The language of directed
graphs is the same as the language of undirected graphs with only difference that the pred-
icate Ax,y that signifies adjacency between x and y is not symmetric. A random digraph,
according to model Gn,p is constructed by having each of the possible, directed edges being
chosen for inclusion independently of each other, with constant probability p. Then a kernel
in the produced directed graph is a subset U of the set of vertices such that no edge exists be-
tween vertices within U while for each vertex outside U there exists an edge from this vertex
to some vertex within U. This property is given below, written in the second order language
of graphs (see (Bars, 1998)):

∃U[(∀x∀y((Ux ∧ Uy) → ¬Ax,y)) ∧ (∀x∃y(¬Ux → (Uy ∧ Ax,y)))]. (3)

The property in (3) is written in Σ1
1(FO2), with FO2 being the fragment of first order logic

allowing propositions containing at most 2 variables.

5. Threshold Behavior

In this section we study the threshold behavior of these two models, in order to define the first
order properties related to trust and to specify the conditions for ensuring properties’ validity
or non-validity. Let us firstly describe the threshold phenomena in relation to random graph
properties

5.1 The delicate balance between validity and non-validity of statements about large rela-
tionship structures: threshold phenomena

The concept of a threshold function or transition point in connection with properties of com-
binatorial objects, such as graphs, is well understood in discrete mathematics and combina-
torics (see (Bollobás, 2001) for a thorough treatment of threshold phenomena in relation to
random graph properties). However, the suggestion to look at this concept from a fresh per-
spective was given by Cheeseman, Kanefsky, and Taylor in (Cheeseman et al., 1991). One of
the problems they examined was a problem equivalent to 3-SAT, in the complexity theoretic
framework of NP-completeness, i.e. they are both computationally intractable and if one of
them could be solved efficiently, then a multitude of other problems believed to be computa-
tionally intractable would also be solvable efficiently. The problem was that of colouring the
vertices of a graph with three colours, also known as 3-COLOURING, in a way such that no
two adjacent vertices are assigned the same colour. The graphs that can be coloured with 3
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model in Section 5.2). If the property does not seem to be amenable to definition within
the realm of the first order logic, then proceeds to the next step.
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• Following the second step, if the property under consideration can only be written us-
ing second order logic, then one examines whether the property can be cast into the
language of a fragment of the second order logic that has a threshold behavior (e.g. the
Σ1

1(Ackermann) class). Then one is certain that as the system grows the property holds
asymptotically almost certainly or almost never (again depending on its monotonocity).
However, if the property seems to be describable only in a second order logic fragment
that, in general, does not have a threshold behavior (e.g. Σ1

1(Gödel)) then this property
should be further examined as to whether it is a threshold property or not. Such a prop-
erty, called Kernel (see below for a definition) is given in (Bars, 1998) for the Gn,p model
with fixed p. It is interesting to define second order properties related to trust for a ran-
dom graph model that have no threshold behavior since they are guaranteed to hold
for a positive fraction of the random structures allowed by a random graph model.

The Kernel property, which we believe can be the prototype for discovering other non-
threshold properties, is defined in the context of directed graphs. The language of directed
graphs is the same as the language of undirected graphs with only difference that the pred-
icate Ax,y that signifies adjacency between x and y is not symmetric. A random digraph,
according to model Gn,p is constructed by having each of the possible, directed edges being
chosen for inclusion independently of each other, with constant probability p. Then a kernel
in the produced directed graph is a subset U of the set of vertices such that no edge exists be-
tween vertices within U while for each vertex outside U there exists an edge from this vertex
to some vertex within U. This property is given below, written in the second order language
of graphs (see (Bars, 1998)):

∃U[(∀x∀y((Ux ∧ Uy) → ¬Ax,y)) ∧ (∀x∃y(¬Ux → (Uy ∧ Ax,y)))]. (3)

The property in (3) is written in Σ1
1(FO2), with FO2 being the fragment of first order logic

allowing propositions containing at most 2 variables.

5. Threshold Behavior

In this section we study the threshold behavior of these two models, in order to define the first
order properties related to trust and to specify the conditions for ensuring properties’ validity
or non-validity. Let us firstly describe the threshold phenomena in relation to random graph
properties

5.1 The delicate balance between validity and non-validity of statements about large rela-
tionship structures: threshold phenomena

The concept of a threshold function or transition point in connection with properties of com-
binatorial objects, such as graphs, is well understood in discrete mathematics and combina-
torics (see (Bollobás, 2001) for a thorough treatment of threshold phenomena in relation to
random graph properties). However, the suggestion to look at this concept from a fresh per-
spective was given by Cheeseman, Kanefsky, and Taylor in (Cheeseman et al., 1991). One of
the problems they examined was a problem equivalent to 3-SAT, in the complexity theoretic
framework of NP-completeness, i.e. they are both computationally intractable and if one of
them could be solved efficiently, then a multitude of other problems believed to be computa-
tionally intractable would also be solvable efficiently. The problem was that of colouring the
vertices of a graph with three colours, also known as 3-COLOURING, in a way such that no
two adjacent vertices are assigned the same colour. The graphs that can be coloured with 3
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colours are called 3-colourable. Note that in our context, 3-colorability of a graph is a global
property that is composed of the conjunction of a number of many local relationships (graph
edges) and, thus, it may views as a global emerging property that arises when several local
conditions hold simultaneously.
In the theory of random graphs (see (Bollobás, 2001)), we are interested in whether a randomly
formed graph possesses a property, such as being 3-colourable, or not. A random graph with
n vertices and m edges is most commonly formed according to the following model: from the
set of possible (n

2) edges, select uniformly and without replacement m edges to belong to the
graph. Now a natural question that arises is the following: for various values of m (chosen
edges), what is the probability that a random graph of m edges possesses the property in
question as n tends to infinity? Let us consider the property of a graph being colourable with
3 colours. If m = ω(n), meaning that as n grows, m grows so that the ratio m/n tends to
infinity, it can be easily proved using the first moment method that was applied above to the
3-SAT problem that with probability tending to 1, a random graph with m edges will not be
3-colourable. On the other hand, if m = o(n), meaning that as n tends to infinity m/n tends to
0, we can use a result from the theory of random graphs (see the book of Bollobás (Bollobás,
2001), Corollary 5.8, page 105) that states that in this case, with probability tending to 1, every
component of a random graph with m edges is either a tree or a unicyclic graph (i.e. a non-
chordal ring with trees attached to some of its nodes). But this means that the graph can be
coloured with at most three colours.
From the above discussion, we conclude that the function f (n) = n marks a, so-called, thresh-
old area, in the sense that if the number of edges in a randomly formed graph grows slower
or faster than f (n) then we observe in each case a different behaviour, with probability that
tends to 1. We, then, say that f (n) = n is a threshold function for the property of 3-colourability.
What happens, however, when m = Θ(n), i.e. when m/n tends to a positive constant value r?
Well, in this case it may or may not be true that, almost certainly, a randomly formed graph
with m edges can be coloured with 3 colours. The key factor is the exact value of r, the constant
itself. Therefore, we shift our attention to the study of the “micro-threshold” behaviour, i.e. we
fix the order of growth of m to be n and we focus on discovering the ranges of r that correspond
to graphs that are or are not 3-colourable with probability that tends to 1.
To return to Cheeseman, Kanefsky, and Taylor, their experiments demonstrated that for values
of r outside the interval (4, 6) (approximately), the random graphs with rn edges were either
almost all 3-colourable or almost none 3-colourable. This suggests that there may by some
value for r in (4, 6) for which we may observe an abrupt transition from almost certain 3-
colourability to almost certain non 3-clourability of the random graphs with rn edges. Indeed,
their experiments indicated that the transition takes place around the value r = 5.4.
The morale from this is that an assertion about a given system, e.g. that a graph is 3-colorable,
may change dramatically with only a small linear change in the number of relations (graph
edges). This sensitivity precludes the extraction of safe conclusions with regard to the prop-
erty within a unpredictably evolving and growing environment. Small local additions of re-
lations, may result in global changes in the global state into one or the other direction and
one should be cautious of this abrupt change of states. In addition, algorithmic complexity
dictates that stating whether the one or the other state prevails, is algorithmically intractable
in a number of interesting combinatorial structures, like the graphs we studied in this section.

5.2 Threshold behavior of the intersection graph model and trust
Here we study the threshold behavior of the intersection graph model with regard to proper-
ties expressible in the first order language of graphs.
We will assume that for the edge probability p it holds p �= 0, 1 since in this case the extension
property cannot hold for any random graph model.
This model was presented in (Nikoletseas et al., 2004) with the name General Random Inter-
section graph model. The edges between vertices in this model are formed as follows. Let as
consider a universe M = {1, 2, . . . , m} of elements and a set of vertices V = {1, 2, . . . , k}. Then
if we assign independently to each vertex j ∈ V, a subset Sj of M by choosing each element
i ∈ M independently with probability pi and insert an edge between two vertices j1, j2 if and
only if Sj1 ∩ Sj2 �= ∅ then the resulting graph is an instance of the general random intersec-
tion graph Gk,m,p, with pi. In our work, we set all pis to have the same value, p, abusing
the notation. Obviously, the probability of having an edge between two vertices is equal to
1 − (1 − p2)m.

Lemma 5.1. The probability that As,t fails for a random graph of the Gk,m,p model is bounded from
above as follows:

Pr[As,t fails in Gk,m,p] ≤
(
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) [
1 − Ps
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with Pe = 1 − (1 − p2)m.

Theorem 5.2. For the random model Gk,m,p, with m, p functions of k, three sufficient condition for the
right-hand side of (4) to tend to 0 are the following:

• limk→∞ p2m = constant �= 0.

• limk→∞ p2m = 0 and p2m � 1
ln(k) .

• limk→∞ p2m = ∞ and p2m � ln(k).

Proof. From Inequality (4), it follows that

Pr[As,t fails in Gk,m] ≤
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)
·

(
exp

[
−(1 − (1 − p2)m)s[(1 − p2)m)]t[k − (s + t)]
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.

(5)

We will establish conditions on the parameters k, m, p that suffice to force the right-hand side
of (9) to tend to 0. These conditions will define ranges on k, m, p that suffice in order to ensure
that the intersection random graph model displays threshold behavior.
In order to have the right-hand side of (9) to tend to 0, for any fixed s and t, it suffices to ensure
that

(1 − (1 − p2)m)s[(1 − p2)m)]t[k − (s + t)] →k→∞ ∞. (6)

Case 1 Assume, first, that limk→∞(1 − p2)m is a constant c, 0 < c < 1. This happens only if
p2m is (or tends to) a constant different from 0. In this case, Condition (6) holds since
the expression there is Θ(k).
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colours are called 3-colourable. Note that in our context, 3-colorability of a graph is a global
property that is composed of the conjunction of a number of many local relationships (graph
edges) and, thus, it may views as a global emerging property that arises when several local
conditions hold simultaneously.
In the theory of random graphs (see (Bollobás, 2001)), we are interested in whether a randomly
formed graph possesses a property, such as being 3-colourable, or not. A random graph with
n vertices and m edges is most commonly formed according to the following model: from the
set of possible (n

2) edges, select uniformly and without replacement m edges to belong to the
graph. Now a natural question that arises is the following: for various values of m (chosen
edges), what is the probability that a random graph of m edges possesses the property in
question as n tends to infinity? Let us consider the property of a graph being colourable with
3 colours. If m = ω(n), meaning that as n grows, m grows so that the ratio m/n tends to
infinity, it can be easily proved using the first moment method that was applied above to the
3-SAT problem that with probability tending to 1, a random graph with m edges will not be
3-colourable. On the other hand, if m = o(n), meaning that as n tends to infinity m/n tends to
0, we can use a result from the theory of random graphs (see the book of Bollobás (Bollobás,
2001), Corollary 5.8, page 105) that states that in this case, with probability tending to 1, every
component of a random graph with m edges is either a tree or a unicyclic graph (i.e. a non-
chordal ring with trees attached to some of its nodes). But this means that the graph can be
coloured with at most three colours.
From the above discussion, we conclude that the function f (n) = n marks a, so-called, thresh-
old area, in the sense that if the number of edges in a randomly formed graph grows slower
or faster than f (n) then we observe in each case a different behaviour, with probability that
tends to 1. We, then, say that f (n) = n is a threshold function for the property of 3-colourability.
What happens, however, when m = Θ(n), i.e. when m/n tends to a positive constant value r?
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edges). This sensitivity precludes the extraction of safe conclusions with regard to the prop-
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lations, may result in global changes in the global state into one or the other direction and
one should be cautious of this abrupt change of states. In addition, algorithmic complexity
dictates that stating whether the one or the other state prevails, is algorithmically intractable
in a number of interesting combinatorial structures, like the graphs we studied in this section.

5.2 Threshold behavior of the intersection graph model and trust
Here we study the threshold behavior of the intersection graph model with regard to proper-
ties expressible in the first order language of graphs.
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section graph model. The edges between vertices in this model are formed as follows. Let as
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if we assign independently to each vertex j ∈ V, a subset Sj of M by choosing each element
i ∈ M independently with probability pi and insert an edge between two vertices j1, j2 if and
only if Sj1 ∩ Sj2 �= ∅ then the resulting graph is an instance of the general random intersec-
tion graph Gk,m,p, with pi. In our work, we set all pis to have the same value, p, abusing
the notation. Obviously, the probability of having an edge between two vertices is equal to
1 − (1 − p2)m.

Lemma 5.1. The probability that As,t fails for a random graph of the Gk,m,p model is bounded from
above as follows:

Pr[As,t fails in Gk,m,p] ≤
(
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e (1 − Pe)
t]k−(s+t)

(4)

with Pe = 1 − (1 − p2)m.

Theorem 5.2. For the random model Gk,m,p, with m, p functions of k, three sufficient condition for the
right-hand side of (4) to tend to 0 are the following:

• limk→∞ p2m = constant �= 0.

• limk→∞ p2m = 0 and p2m � 1
ln(k) .

• limk→∞ p2m = ∞ and p2m � ln(k).

Proof. From Inequality (4), it follows that
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−(1 − (1 − p2)m)s[(1 − p2)m)]t[k − (s + t)]
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(5)

We will establish conditions on the parameters k, m, p that suffice to force the right-hand side
of (9) to tend to 0. These conditions will define ranges on k, m, p that suffice in order to ensure
that the intersection random graph model displays threshold behavior.
In order to have the right-hand side of (9) to tend to 0, for any fixed s and t, it suffices to ensure
that

(1 − (1 − p2)m)s[(1 − p2)m)]t[k − (s + t)] →k→∞ ∞. (6)

Case 1 Assume, first, that limk→∞(1 − p2)m is a constant c, 0 < c < 1. This happens only if
p2m is (or tends to) a constant different from 0. In this case, Condition (6) holds since
the expression there is Θ(k).
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Case 2 Assume, now, that limk→∞(1 − p2)m = 1, which holds only if p2m tends to 0. In this
case we can apply the approximation (1 − p2)m ∼ 1 − p2m. Then the expression in (6)
is, asymptotically, equal to k(p2m)s. Thus, a sufficient condition for (6) to hold is to have
p2m � 1

ln(k) .

Case 3 Finally, assume that limk→∞(1 − p2)m = 0, which occurs if p2m tends to infinity. Then
for Condition (6) to hold it suffices to ensure that

k(1 − p2)m

converges to 0. Equivalently, we need to ensure that

(1 − p2)m � 1
k

.

Taking logarithms, we need to have

m ln(1 − p2) � − ln(k). (7)

Since p tends to 0, we can approximate ln(1 − p2) with −p2. Thus, (7) becomes

m(−p2) � − ln(k)

which holds if mp2 � ln(k) completing the proof of the theorem. �

5.3 Threshold behavior of the fixed radius random graph model
In (Liagkou et al., 2006) we proved that fixed radius random graph model has a threshold
behavior in order to introduce a key distribution scheme. Here we use the following Lemma
and Theorems in order to demonstrate that a number of global system properties related to
trust can be described in the first order language of graphs and that they hold with probability
1 for certain ranges of the fixed radius random graph model.

Lemma 5.3. For the 2-dimensional sphere (circle) the probability that As,t fails for Gn,R0,d is bounded
from above as follows:

Pr[As,t fails in Gn,R0,2] ≤(
n

s + t

) [
1 − D2(R0)

s(1 − D2(R0))
t]n−(s+t)

. (8)

Theorem 5.4. If σ = R0
2R = c is a constant, 0 < c < 1, then Equation (8) tends to 0. If σ = R0

2R =

f (n) = ω( 1√
n ), then Equation (8) also tends to 0.

Proof. From Equation (8), it follows that

Pr[As,t fails in Gn,R0,2] ≤
(

n
s + t

)

exp
[
−D2(R0)

s(1 − D2(R0))
t(n − (s + t))

]
. (9)

Our goal is to find a condition on c such that the right-hand side of (9) tends to 0. Then
Pr[As,t fails in G(n, R, 2)] tends to 0 and, consequently, Pr[As,t holds in Gn,R0,2] tends to 1 es-
tablishing the fact that any first order property holds, asymptotically, in Gn,R0,2 with probabil-
ity 1 or 0.

Case 1 Let σ be a constant c, 0 < c < 1. Then D2(R0) is a constant too. Thus, the exponential
factor of the right-hand side of Equation (9)

exp
[
−D2(R0)

s(1 − D2(R0))
t(n − (s + t))

]
(10)

tends to 0, for fixed s, t and n tending to infinity. Therefore, the probability
Pr[As,t fails in Gn,R0,2] also tends to 0.

Case 2 Let, now, σ = f (n) < 1, a function of n tending to 0. Then using power series analysis
around 0, we obtain from (9) the following:

D2(R0) = 4σ2 +
1

2π
σ (4 − 4σ)

3
2

− 3
π

σ
√

4 − 4σ2 +
2
π

arcsin σ − 8
π

σ2 arcsin σ

= 4σ2

− 32
3π

σ3 +
16

15π
σ5 + O(σ6). (11)

The term D2(R0)
s(1− D2(R0))

t in the exponent in (10) can be approximated as follows:

D2(R0)
s(1 − D2(R0))

t = 4 s σ2 − 32 s
3 π

σ3

− [16 s t + 8 s (s − 1)] σ4

+

[
256 s t

3 π
+

16 s
15 π

]

+

[
128 s (s − 1)

3 π

]
σ5

+ O(σ6) (12)

with s, t constants. Then, from (10) and (12), it follows that if σ = f (n) = ω( 1√
n ),

then (10) tends to 0, for any s, t, completing the proof. �

The generalization, now, follows readily:

Theorem 5.5. Let σ = R0
2R = c be a constant, 0 < c < 1. Then for any first order property A, then

Pr[Gn,R0,d has A] tends to 1 or 0. If σ = R0
2R = f (n) = ω( 1

d√n
), then Pr[Gn,R0,d has A] tends to 1 or

0 too.

Although the property of forming a connected graph cannot be described in the first order
theory of graphs, in (Gupta & Kumar, 1998) it is shown that for slighter larger values of σ, the
network is almost certainly connected. More specifically, we only need to increase the thresh-

old probability (in the 2-dimensional case) from 1√
n to

√
log(n)√

n to, also, ascertain connectivity
in the resulting graph.
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Case 2 Assume, now, that limk→∞(1 − p2)m = 1, which holds only if p2m tends to 0. In this
case we can apply the approximation (1 − p2)m ∼ 1 − p2m. Then the expression in (6)
is, asymptotically, equal to k(p2m)s. Thus, a sufficient condition for (6) to hold is to have
p2m � 1

ln(k) .

Case 3 Finally, assume that limk→∞(1 − p2)m = 0, which occurs if p2m tends to infinity. Then
for Condition (6) to hold it suffices to ensure that

k(1 − p2)m

converges to 0. Equivalently, we need to ensure that

(1 − p2)m � 1
k

.

Taking logarithms, we need to have

m ln(1 − p2) � − ln(k). (7)

Since p tends to 0, we can approximate ln(1 − p2) with −p2. Thus, (7) becomes

m(−p2) � − ln(k)

which holds if mp2 � ln(k) completing the proof of the theorem. �

5.3 Threshold behavior of the fixed radius random graph model
In (Liagkou et al., 2006) we proved that fixed radius random graph model has a threshold
behavior in order to introduce a key distribution scheme. Here we use the following Lemma
and Theorems in order to demonstrate that a number of global system properties related to
trust can be described in the first order language of graphs and that they hold with probability
1 for certain ranges of the fixed radius random graph model.

Lemma 5.3. For the 2-dimensional sphere (circle) the probability that As,t fails for Gn,R0,d is bounded
from above as follows:

Pr[As,t fails in Gn,R0,2] ≤(
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s + t

) [
1 − D2(R0)

s(1 − D2(R0))
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Theorem 5.4. If σ = R0
2R = c is a constant, 0 < c < 1, then Equation (8) tends to 0. If σ = R0

2R =

f (n) = ω( 1√
n ), then Equation (8) also tends to 0.

Proof. From Equation (8), it follows that
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(
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exp
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t(n − (s + t))
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Our goal is to find a condition on c such that the right-hand side of (9) tends to 0. Then
Pr[As,t fails in G(n, R, 2)] tends to 0 and, consequently, Pr[As,t holds in Gn,R0,2] tends to 1 es-
tablishing the fact that any first order property holds, asymptotically, in Gn,R0,2 with probabil-
ity 1 or 0.

Case 1 Let σ be a constant c, 0 < c < 1. Then D2(R0) is a constant too. Thus, the exponential
factor of the right-hand side of Equation (9)

exp
[
−D2(R0)

s(1 − D2(R0))
t(n − (s + t))

]
(10)

tends to 0, for fixed s, t and n tending to infinity. Therefore, the probability
Pr[As,t fails in Gn,R0,2] also tends to 0.

Case 2 Let, now, σ = f (n) < 1, a function of n tending to 0. Then using power series analysis
around 0, we obtain from (9) the following:
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with s, t constants. Then, from (10) and (12), it follows that if σ = f (n) = ω( 1√
n ),

then (10) tends to 0, for any s, t, completing the proof. �

The generalization, now, follows readily:

Theorem 5.5. Let σ = R0
2R = c be a constant, 0 < c < 1. Then for any first order property A, then

Pr[Gn,R0,d has A] tends to 1 or 0. If σ = R0
2R = f (n) = ω( 1

d√n
), then Pr[Gn,R0,d has A] tends to 1 or

0 too.

Although the property of forming a connected graph cannot be described in the first order
theory of graphs, in (Gupta & Kumar, 1998) it is shown that for slighter larger values of σ, the
network is almost certainly connected. More specifically, we only need to increase the thresh-

old probability (in the 2-dimensional case) from 1√
n to
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n to, also, ascertain connectivity
in the resulting graph.
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6. Trust Properties

We will now propose a number of trust-related properties that can be studied in the context
of the random intersection graph model and the fixed radius random graph model. We can
discover these trust properties along two directions using the ideas proposed in the previous
sections. The first direction consists in discovering a number of first order properties related
to trust, that emerge through the local trust interactions (trust connections of the models), and
define ranges of the model parameters that lead to the almost certain asymptotic validity or
non validity of the global property of interest.

6.1 Trust properties of intersection graph model
Let us assume that we have a Gk,m,p random graph, interpreting its parameters in the follow-
ing way. We have k available computing agents and m resources (e.g. service access points or
computer ports, located in some server). According to the model, each of the k agents selects
uniformly at random from within the set of the m resources, each of which selected indepen-
dently of the others with probability p. Then two agents are connected with a “trust” edge
whenever their selections contain at least one shared service (i.e. two agents do not trust di-
rectly each other - they trust each other only if they use at least one common resource). Note
that the set of services could even be a set of trusted third parties that can certify the identity
of each agent. Then two agents trust each other if they “use” at least one trusted resource (the
trust relationship is symmetric, although in general this is not necessarily true).
From this point, we can proceed along two directions using the ideas proposed in the previous
sections.
The first direction consists in discovering a number of global system properties related to trust,
that emerge through the local trust interactions (trust edges of the model), and define ranges
of the model parameters that lead to the almost certain asymptotic validity or non validity of
the global property of interest.
For concreteness, let us define the following first order property:

∀x∃y[Ax,y] (13)

which states that for each node x there exists at least one other node such that the two nodes
trust each other. Since this property is monotone increasing, if the model parameters k, m, p
obey the conditions of Theorem 5.4 then as the node population increases, the property stated
above holds with probability tending to 1.
Another property that can be defined is the following:

∀x∀y∀z[Ax,y ∧ Ay,z → Axz] (14)

which states that the trust relationship is transitive. Again, if the conditions on the random
intersection graph model parameters hold, then in the limit the trust relationship is transitive
with probability tending to 1. Similarly, the trusted representatives property holds for the
random intersection graph model (see discussion in Section 3.2).

6.2 Trust properties of fixed radius random graph model
Suppose that we have n agents randomly distributed within a circle of radius R0 . We first
define a circle of radius C cantered at each agent. Our fixed radius random graph with n
agents is formed so as to include “trust” edges between agents only if their distance is at most
2C Thus two agents establish a trusted connection if their cycles (of radius C) are intersected.

Let us now define some first order properties related to trust using the threshold properties
of the fixed radius graph model. In this context, R0 = 2C, that is two agents that trust each
other if their ranges intersect, which occurs if their distance is at most 2C. Thus according
Theorem 5.4, σ = C

R . Let C = C(n) and R = R(n) be functions of n tending to infinity and

set σ(n) = C(n)
R(n) = o(1). The assumption of R(n) and C(n) tending to infinity reflects the fact

that we have a large scale distributed system. The assumption σ(n) = o(1), however, reflects
the fact that we should allow the agents to trust only the agents that distribute within R(n)
area. Consider, now, possible ranges for σ(n). According to Theorem 5.4, if [σ] = ω( 1√

n )

then the extension property holds with probability approaching 1 as the number of agents
increases. This means that all properties expressible in the first order language of graphs
hold (asymptotically with n) either with probability 1 or 0. Especially, properties that are
monotonically increasing (i.e. the probability of the property holding increases with increasing
σ(n)) hold with probability 1 while their complementary properties hold with probability 0.
What we need to do next is to define trust properties, which can be expressed in this graph
language.
Let us consider the following property: every two vertices have a common trust agent. If this
property holds, then for each pair of agents that establish a trust connection there exists another
trusted identity . This may cause problems since it increases the number of trusted parties
without reason. As they both trust a third agent it is better one of them an indirectly trust
connection with the third one. . Setting σ(n) = C(n)

R(n) = O( 1√
n ), and since this property is

monotone increasing, it holds with probability tending to 0. Thus its complementary property,
which is a trust’ property, holds with probability 1.
The second direction along which one can proceed is, in some sense, the opposite of the di-
rection outlined above. The goal is not to establish conditions for ensuring almost certain
validity or non-validity of some first order property related to trust but, on the contrary, to
state higher order properties in the second order language of graphs (like the separator or
trusted representatives property given in Section 3.2) and show that the properties have no
limiting probability, i.e. they cannot be threshold properties. Such a property, being not a
threshold property, leads a complex system to some kind of equilibrium, as the system grows.
In both directions given above, the central idea is that trust is global property characterized
by local interaction between system entities.

7. Probability Theory - Undecidable Probabilities

Theorem 7.1 (Trachtenbrot-Vaught Theorem (Trachtenbrot, 1950)). There is no decision proce-
dure that separates those first order statements S that hold for some finite graph from those S that hold
for no finite graph.

With regard to random graphs now which, as we show, in conjunction with the first and
second order language of graphs, can be used to express, formally, complex relationships that
can be related to trust, we have the following result (see (Dolan, 1992)):

Theorem 7.2. There is no decision procedure that separates those first order statements S that hold
almost always for the random graph Gn,p from those for which ¬S holds almost always.

This theorem is targeted to Gn,p random graphs, with p = nα, α being a rational number
between 0 and 1. In summary, for any first order statement A about a finite graph, a first order
statement A∗ is given that holds almost always in Gn,p, if A holds for some finite graph, while
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6. Trust Properties

We will now propose a number of trust-related properties that can be studied in the context
of the random intersection graph model and the fixed radius random graph model. We can
discover these trust properties along two directions using the ideas proposed in the previous
sections. The first direction consists in discovering a number of first order properties related
to trust, that emerge through the local trust interactions (trust connections of the models), and
define ranges of the model parameters that lead to the almost certain asymptotic validity or
non validity of the global property of interest.

6.1 Trust properties of intersection graph model
Let us assume that we have a Gk,m,p random graph, interpreting its parameters in the follow-
ing way. We have k available computing agents and m resources (e.g. service access points or
computer ports, located in some server). According to the model, each of the k agents selects
uniformly at random from within the set of the m resources, each of which selected indepen-
dently of the others with probability p. Then two agents are connected with a “trust” edge
whenever their selections contain at least one shared service (i.e. two agents do not trust di-
rectly each other - they trust each other only if they use at least one common resource). Note
that the set of services could even be a set of trusted third parties that can certify the identity
of each agent. Then two agents trust each other if they “use” at least one trusted resource (the
trust relationship is symmetric, although in general this is not necessarily true).
From this point, we can proceed along two directions using the ideas proposed in the previous
sections.
The first direction consists in discovering a number of global system properties related to trust,
that emerge through the local trust interactions (trust edges of the model), and define ranges
of the model parameters that lead to the almost certain asymptotic validity or non validity of
the global property of interest.
For concreteness, let us define the following first order property:

∀x∃y[Ax,y] (13)

which states that for each node x there exists at least one other node such that the two nodes
trust each other. Since this property is monotone increasing, if the model parameters k, m, p
obey the conditions of Theorem 5.4 then as the node population increases, the property stated
above holds with probability tending to 1.
Another property that can be defined is the following:

∀x∀y∀z[Ax,y ∧ Ay,z → Axz] (14)

which states that the trust relationship is transitive. Again, if the conditions on the random
intersection graph model parameters hold, then in the limit the trust relationship is transitive
with probability tending to 1. Similarly, the trusted representatives property holds for the
random intersection graph model (see discussion in Section 3.2).

6.2 Trust properties of fixed radius random graph model
Suppose that we have n agents randomly distributed within a circle of radius R0 . We first
define a circle of radius C cantered at each agent. Our fixed radius random graph with n
agents is formed so as to include “trust” edges between agents only if their distance is at most
2C Thus two agents establish a trusted connection if their cycles (of radius C) are intersected.

Let us now define some first order properties related to trust using the threshold properties
of the fixed radius graph model. In this context, R0 = 2C, that is two agents that trust each
other if their ranges intersect, which occurs if their distance is at most 2C. Thus according
Theorem 5.4, σ = C

R . Let C = C(n) and R = R(n) be functions of n tending to infinity and

set σ(n) = C(n)
R(n) = o(1). The assumption of R(n) and C(n) tending to infinity reflects the fact

that we have a large scale distributed system. The assumption σ(n) = o(1), however, reflects
the fact that we should allow the agents to trust only the agents that distribute within R(n)
area. Consider, now, possible ranges for σ(n). According to Theorem 5.4, if [σ] = ω( 1√

n )

then the extension property holds with probability approaching 1 as the number of agents
increases. This means that all properties expressible in the first order language of graphs
hold (asymptotically with n) either with probability 1 or 0. Especially, properties that are
monotonically increasing (i.e. the probability of the property holding increases with increasing
σ(n)) hold with probability 1 while their complementary properties hold with probability 0.
What we need to do next is to define trust properties, which can be expressed in this graph
language.
Let us consider the following property: every two vertices have a common trust agent. If this
property holds, then for each pair of agents that establish a trust connection there exists another
trusted identity . This may cause problems since it increases the number of trusted parties
without reason. As they both trust a third agent it is better one of them an indirectly trust
connection with the third one. . Setting σ(n) = C(n)

R(n) = O( 1√
n ), and since this property is

monotone increasing, it holds with probability tending to 0. Thus its complementary property,
which is a trust’ property, holds with probability 1.
The second direction along which one can proceed is, in some sense, the opposite of the di-
rection outlined above. The goal is not to establish conditions for ensuring almost certain
validity or non-validity of some first order property related to trust but, on the contrary, to
state higher order properties in the second order language of graphs (like the separator or
trusted representatives property given in Section 3.2) and show that the properties have no
limiting probability, i.e. they cannot be threshold properties. Such a property, being not a
threshold property, leads a complex system to some kind of equilibrium, as the system grows.
In both directions given above, the central idea is that trust is global property characterized
by local interaction between system entities.

7. Probability Theory - Undecidable Probabilities

Theorem 7.1 (Trachtenbrot-Vaught Theorem (Trachtenbrot, 1950)). There is no decision proce-
dure that separates those first order statements S that hold for some finite graph from those S that hold
for no finite graph.

With regard to random graphs now which, as we show, in conjunction with the first and
second order language of graphs, can be used to express, formally, complex relationships that
can be related to trust, we have the following result (see (Dolan, 1992)):

Theorem 7.2. There is no decision procedure that separates those first order statements S that hold
almost always for the random graph Gn,p from those for which ¬S holds almost always.

This theorem is targeted to Gn,p random graphs, with p = nα, α being a rational number
between 0 and 1. In summary, for any first order statement A about a finite graph, a first order
statement A∗ is given that holds almost always in Gn,p, if A holds for some finite graph, while
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it never holds, if A holds for no finite graph. Now, if a formal procedure (algorithm) existed
for deciding such statements for the Gn,p model, then relationship between A and A∗ would
allow using the procedure to separate those first order statements A that hold for some finite
graph from the statements that hold for no finite graph, contradicting the Trachtenbrot-Vaught
Theorem.
More specifically, let us consider the following statement S: There is no isolated vertex in the
graph, which can be written as ∀y∃z(y ∼ z). Let S∗ be the corresponding statement, for the
random graph Gn,p with p = n−2/5 (see (Dolan, 1992)):

∃x1∃x2∃x3∃x4[∀yMEM(y; x1, x2, x3, x4) =⇒ ∃zMEM(z; x1, x2, x3, x4) ∧ ADJ(y, z)]

with MEM and ADJ the following first order language predicates:

MEM(y; x1, x2, x3, x4) ⇐⇒ ∃z[(z ∼ x1) ∧ (z ∼ x2) ∧ (z ∼ x3) ∧ (z ∼ x4) ∧ (z ∼ y)]

ADJ(u, v) ⇐⇒ MEM(u; x1, x2, x3, x4) ∧ MEM(v; x1, x2, x3, x4) ∧ ∃tMEM(t; x1, x2, u, v).

lim
n→∞

Pr[Gn,p has S∗] =

{
0 if S holds for no finite graph,

1 if S holds for some finite graph. (15)

Then a decision procedure that could differentiate between statements that hold almost al-
ways in Gn,p and the statements whose negation holds almost always, would provide a deci-
sion procedure to differentiate between those statements S that hold for some finite graph and
those that hold for no finite graph, contradicting the Trachtenbrot-Vaught Theorem.
The morale of this discussion is that it may not even possible to mechanically analyze whether
a given state of affairs (e.g. trust assertion) or its negative, within the world of discourse, is
expected to almost certainly appear. Thus, it may be the case that one may have to observe
the target world for sufficiently much time in order to be able to make a safe prediction about
the state of affairs that will finally prevail in the limit.

8. The Self-referential Nature Of Trust

Finally, in this section, we discuss an important weakness that arises in any formalism, when
it is sufficiently powerful to be able to “talk about itself”, i.e. to contain statements about its
expressive and deductive power (i.e. derivable statements).
According to the famous incompleteness theorem of Gödel, any formal system powerful
enough to encompass the Peano axioms, contains statements for which neither the statement
or its negation can be proved using the axioms and deductive rules of the formal system. In
other words, there are truths and valid statements that cannot be asserted, using the formal-
ism and its derivation rules alone. Another expression of this “self-reference” phenomenon,
from the point of view of computability theory this time, was given by Alan Turing in 1936
who described a universal computation machine model. In his famous work On computable
numbers, with an application to the Entscheidungsproblem Turing defined a mathematical model
for a device that performs mechanical calculations, later named Turing machine after its inven-
tor. This suprisingly minimal, yet maximally powerful, model consisted simply of a infinite
tape divided into cells each holding a particular symbol (say 0 or 1), a tape head that can move
about the tape reading or writing symbols and, most important, a finite control able to decide
on the next thing to do based on the current machine state and the symbol currently under the
tape head. The first success of this simple model of algorithmic computation came immedi-
ately: Turing proved that no Turing machine and, hence, no algorithm according to Church’s
Thesis exists to decide whether another Turing machine halts when it starts computing with a

specified input putting an end to Hilbert’s grand program of mechanizing mathematics. The
proof, actually, is a computational version of the proof of Gödel, which was cast within the
logic calculus formalism. (We would like to urge the interested reader to consult (van Hei-
jenoort, 1967) for an excellent account of the developments that paved the way to the rich
theories of Computation and Complexity and (Herken, 1995) for a most comprehensive pre-
sentation of Computation and Complexity theory as it stands today.)
We can modify the main argument of the two historic results by Gödel and Turing, so as to
give a glimpse of the inherent limitations of formalisms with respect to trust definition and
manipulation as follows. We recall, that for our purposes trust is a property, a predicate more
precisely, that dictates that the involved entities are in a certain state with regard to each other,
i.e. the predicate holds.
Let us assume that we have defined a set of trust axioms that we believe are applicable in
the situation at hand. For instance, these axioms may include the fact that in our world of
discourse trust has the transitivity property, i.e. from T(x, y) and T(y, z) we may deduce
T(x, z). We would like to be able to test whether the trust property holds among some other
set of entities, by exploiting the axioms and the deduction mechanisms of our formalism.
We may recursively enumerate the possible axioms (given trust assertions) of our world of
discourse (assumed to be finite) into strings, w1, w2, . . .. We may also enumerate the possible
deduction mechanisms (algorithms) that start from the axioms, apply a set of derivation rules,
and then reach a decision with respect to whether a certain trust assertion among entities of
our world of discourse is true or not. Then, using an argument similar to Turing’s, we may
show that no universal trust derivation process may exist that starts from a description of
the world of discourse (axioms plus derivation rules) and decides whether a trust assertion
follows or not.

9. Conclusions and Directions For Further Research

Trust has been one of the cornerstones of the success of modern society in building well-
organized groups of people working towards their own wealth as well as that of theirs peers.
This traditional notion of trust, however, has two basic characteristics: i) it is based on per-
sonal contact, and ii) frequently, it cannot be explained.
Today, it is impossible to have personal information about any entity (either human or a ma-
chine offering a service) of the huge and ever expanding dynamic computing society, with
which we may want to communicate or perform a transaction. Thus, we would like to rely on
rules as well as automated deductive procedures as to whether we should trust an entity or
not.
In this chapter we have reviewed a number of formalisms with respect to their expressive and
deductive power when describing large combinatorial structures, where the structure con-
sists of a number of entities as well as trust assertion among them. Initially we attempted to
provide a practical and viable definition of trust for dynamically changing computing envi-
ronments that can be described within the global computing paradigm. Our view is that trust
can be reduced to a number of properties that appear as a limiting behavior in systems un-
der certain conditions. These systems are modeled within the formalism of a random graph
model according to the context of the target system. Then the properties can be written for-
mally using the first and second order language of graphs. If the properties can be written
in the first order language of graphs then one can use the extension statements in order to
establish the conditions under which the model displays threshold behavior and, thus, all the
properties hold asymptotically with either probability 0 or 1.
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it never holds, if A holds for no finite graph. Now, if a formal procedure (algorithm) existed
for deciding such statements for the Gn,p model, then relationship between A and A∗ would
allow using the procedure to separate those first order statements A that hold for some finite
graph from the statements that hold for no finite graph, contradicting the Trachtenbrot-Vaught
Theorem.
More specifically, let us consider the following statement S: There is no isolated vertex in the
graph, which can be written as ∀y∃z(y ∼ z). Let S∗ be the corresponding statement, for the
random graph Gn,p with p = n−2/5 (see (Dolan, 1992)):

∃x1∃x2∃x3∃x4[∀yMEM(y; x1, x2, x3, x4) =⇒ ∃zMEM(z; x1, x2, x3, x4) ∧ ADJ(y, z)]

with MEM and ADJ the following first order language predicates:

MEM(y; x1, x2, x3, x4) ⇐⇒ ∃z[(z ∼ x1) ∧ (z ∼ x2) ∧ (z ∼ x3) ∧ (z ∼ x4) ∧ (z ∼ y)]

ADJ(u, v) ⇐⇒ MEM(u; x1, x2, x3, x4) ∧ MEM(v; x1, x2, x3, x4) ∧ ∃tMEM(t; x1, x2, u, v).

lim
n→∞

Pr[Gn,p has S∗] =

{
0 if S holds for no finite graph,

1 if S holds for some finite graph. (15)

Then a decision procedure that could differentiate between statements that hold almost al-
ways in Gn,p and the statements whose negation holds almost always, would provide a deci-
sion procedure to differentiate between those statements S that hold for some finite graph and
those that hold for no finite graph, contradicting the Trachtenbrot-Vaught Theorem.
The morale of this discussion is that it may not even possible to mechanically analyze whether
a given state of affairs (e.g. trust assertion) or its negative, within the world of discourse, is
expected to almost certainly appear. Thus, it may be the case that one may have to observe
the target world for sufficiently much time in order to be able to make a safe prediction about
the state of affairs that will finally prevail in the limit.

8. The Self-referential Nature Of Trust

Finally, in this section, we discuss an important weakness that arises in any formalism, when
it is sufficiently powerful to be able to “talk about itself”, i.e. to contain statements about its
expressive and deductive power (i.e. derivable statements).
According to the famous incompleteness theorem of Gödel, any formal system powerful
enough to encompass the Peano axioms, contains statements for which neither the statement
or its negation can be proved using the axioms and deductive rules of the formal system. In
other words, there are truths and valid statements that cannot be asserted, using the formal-
ism and its derivation rules alone. Another expression of this “self-reference” phenomenon,
from the point of view of computability theory this time, was given by Alan Turing in 1936
who described a universal computation machine model. In his famous work On computable
numbers, with an application to the Entscheidungsproblem Turing defined a mathematical model
for a device that performs mechanical calculations, later named Turing machine after its inven-
tor. This suprisingly minimal, yet maximally powerful, model consisted simply of a infinite
tape divided into cells each holding a particular symbol (say 0 or 1), a tape head that can move
about the tape reading or writing symbols and, most important, a finite control able to decide
on the next thing to do based on the current machine state and the symbol currently under the
tape head. The first success of this simple model of algorithmic computation came immedi-
ately: Turing proved that no Turing machine and, hence, no algorithm according to Church’s
Thesis exists to decide whether another Turing machine halts when it starts computing with a

specified input putting an end to Hilbert’s grand program of mechanizing mathematics. The
proof, actually, is a computational version of the proof of Gödel, which was cast within the
logic calculus formalism. (We would like to urge the interested reader to consult (van Hei-
jenoort, 1967) for an excellent account of the developments that paved the way to the rich
theories of Computation and Complexity and (Herken, 1995) for a most comprehensive pre-
sentation of Computation and Complexity theory as it stands today.)
We can modify the main argument of the two historic results by Gödel and Turing, so as to
give a glimpse of the inherent limitations of formalisms with respect to trust definition and
manipulation as follows. We recall, that for our purposes trust is a property, a predicate more
precisely, that dictates that the involved entities are in a certain state with regard to each other,
i.e. the predicate holds.
Let us assume that we have defined a set of trust axioms that we believe are applicable in
the situation at hand. For instance, these axioms may include the fact that in our world of
discourse trust has the transitivity property, i.e. from T(x, y) and T(y, z) we may deduce
T(x, z). We would like to be able to test whether the trust property holds among some other
set of entities, by exploiting the axioms and the deduction mechanisms of our formalism.
We may recursively enumerate the possible axioms (given trust assertions) of our world of
discourse (assumed to be finite) into strings, w1, w2, . . .. We may also enumerate the possible
deduction mechanisms (algorithms) that start from the axioms, apply a set of derivation rules,
and then reach a decision with respect to whether a certain trust assertion among entities of
our world of discourse is true or not. Then, using an argument similar to Turing’s, we may
show that no universal trust derivation process may exist that starts from a description of
the world of discourse (axioms plus derivation rules) and decides whether a trust assertion
follows or not.

9. Conclusions and Directions For Further Research

Trust has been one of the cornerstones of the success of modern society in building well-
organized groups of people working towards their own wealth as well as that of theirs peers.
This traditional notion of trust, however, has two basic characteristics: i) it is based on per-
sonal contact, and ii) frequently, it cannot be explained.
Today, it is impossible to have personal information about any entity (either human or a ma-
chine offering a service) of the huge and ever expanding dynamic computing society, with
which we may want to communicate or perform a transaction. Thus, we would like to rely on
rules as well as automated deductive procedures as to whether we should trust an entity or
not.
In this chapter we have reviewed a number of formalisms with respect to their expressive and
deductive power when describing large combinatorial structures, where the structure con-
sists of a number of entities as well as trust assertion among them. Initially we attempted to
provide a practical and viable definition of trust for dynamically changing computing envi-
ronments that can be described within the global computing paradigm. Our view is that trust
can be reduced to a number of properties that appear as a limiting behavior in systems un-
der certain conditions. These systems are modeled within the formalism of a random graph
model according to the context of the target system. Then the properties can be written for-
mally using the first and second order language of graphs. If the properties can be written
in the first order language of graphs then one can use the extension statements in order to
establish the conditions under which the model displays threshold behavior and, thus, all the
properties hold asymptotically with either probability 0 or 1.
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On the other hand (and, perhaps, more interestingly) if a property cannot be written in the first
order language of graphs then one may try to see if it can be defined within the vocabulary of
a second order logic fragment that has threshold behavior. Otherwise, the question of whether
the property holds almost certainly or not remains open and needs the application of a more
difficult to apply methodology as the one used for proving that the Kernel property is not
a threshold property (see (Bars, 1998)). Our view is that in order to study trust within the
realm of dynamically changing complex computing systems one has to resort the discovery of
formally definable trust properties (that are apt for the application at hand - e.g. the separator
property) and see what happens when the system grows.
Finally, we saw that each of the formalisms has some weaknesses in handling trust in complex,
large environments containing a huge number of entities that interact unpredictable (almost
randomly). Our position is that these observations seem to hint that reliance on formalism
alone is not the answer to the problem of defining and manipulating trust. Rather, entities
should better focus on including fast heuristics as well as approximations to reality (even
accepting trust in some cases axiomatically, e.g. to avoid the incompleteness pitfalls of pow-
erful formal deductive systems). Moreover, it seems that trust will rely, for some time (until
we manage to define it alternatively) on what it relied traditionally for the past few centuries:
personal experience, public guidance from organizations and governments, creation of aware-
ness groups, and avoiding trusting an entity whenever one is not totally sure about trusting
it (educated decisions). Otherwise, formal trust may either be unattainable (e.g. incomplete-
ness results about formalisms) or hard to verify (NP-completeness results from computational
complexity).
One possible research direction could be the design of a kind of reductions among second
order properties, the Kernel being the archetypal one, that can be used to show that other
properties also do not have a threshold behavior (much like NP-completeness results) avoid-
ing the complexity of the proof for the Kernel property. Another possible direction of research
is to define random graph models that seem to hinder the appearance of threshold properties
written in some second order logic fragment. This would help, for instance, to define non-
desirable properties (for trust) and show that they cannot possibly hold with probability 1 as
the system grows.
We hope that our work will be a first step towards defining a methodology for studying a
variety of properties (not only related to trust) using suitable random graph models and then
look at the produced (by the model) systems not individually (which is impossible in a rapidly
changing environment) but collectively in the limit.
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One possible research direction could be the design of a kind of reductions among second
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desirable properties (for trust) and show that they cannot possibly hold with probability 1 as
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